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Influence Matrix Approach for an Optimal Sensor Placement

ABSTRACT: Fault Detection and Isolation (FDI) procedure increase assurance on quality, reliability and safety in industrial
systems. A suitable installed sensors in an industrial process is a necessary condition for fault diagnosis. Sensor placement for
diagnosis purposes consists to study which process variables have to be measured to satisfy diagnosis specifications. Analyti-
cal redundancy relations (ARRs) are used frequently in the area of diagnosis as well as optimizing, analyzing, and validating
of  sensors of the system. This paper presents the optimal sensor placement approach based on structural analysis methods
using tripartite graph approach. The proposed approach allows to study which sensors are required to be installed in a
process in order to improve certain fault diagnosis specifications; and it includes 2 phases: (i) development of systematic and
efficient approaches for the generation of ARRs set allowing to generate “influence matrix”, (ii) then the multi-criteria
optimization is applied by selecting robust sensor placements (Pareto Optimal Solutions) leading to a sensor placement
algorithm. The proposed method has been validated on a robot dynamic model taken as a benchmark where the benefits of the
method are clearly shown.
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1. Introduction

Maintenance and diagnosis of complex systems are common activities in the industrial world. The failures within these systems
can cause disruption to the operational functionality. Effective FDI approaches enhance the operational functionality by reduc-
ing the maintenance cost. Indeed, the performance of a diagnostic system highly depends on the number and location of sensors.

The problem of sensor placement for FDI consists in determining the optimal set of instruments such that the places of sensors
allow that predefined set of faults could be detected and isolated. The usual objective to be minimized in the sensor placement
problem is the global sensor cost with regard to industrial constraints. The sensor placement problem can then be viewed as a
combinatorial problem classified N-P hard which consists in finding a sensor combination that fulfills diagnosis specifications.
Solving the sensor placement for diagnosis can be treated from many different points of view. Indeed, such a problem depends
on the kind of system description, the required diagnosis specifications, as well as the technique used to implement the diagnosis
system.
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This paper deals with the optimal sensors placement based on a given diagnosis performance specification.

The problem of sensor placement has been widely investigated in the FDI literature and several approaches proposed by
researchers have been selected to be discussed in section 2. Most methods mentioned are limited to the optimization criteria
related to the sensors placement as well as how the system model can be presented.

Unlike previous work, we present a tripartite graph representation model and introduce a new maximum diagnosability metric in
the optimization model. For this purpose, we develop new approach for extracting all useful information in the system initially
configured, and then we construct a table which we call influence matrix. This paper presents results for a multi-criteria
optimization of the design sensor placement satisfying diagnosability objectives with minimizing both the global cost and the
sensors  number to be settled.

The present work can be considered as a new structural representation able to extract residual cycles from tripartite graphs and
yielding more efficiently to redundancy relationships rather than extracting a matching from bipartite graph methods [1][2].

In order to demonstrate the efficiency of this optimal sensor placement formulation, an industrial system is chosen as a
benchmark. It consists of a robot dynamic model and some faults are defined to be diagnosed. In this paper, fault diagnosis
systems are  based on consistency checking by means of structural models. The required diagnosis specifications to be fulfilled
are fault detection and isolation for a predefined set of faults.

The paper is organized as follows: The related works are discussed in section 2. Section 3 introduces preliminary concepts and
gives a background of the theoretical tools used in the development of the proposed method. The proposed methodology and
a formal problem formulation is presented in Section 4. Section 5 describes the algorithm used to solve the aforementioned
problem. In Section 6, the dynamic model of the robot system benchmark is presented, section 7 presents the system implemen-
tation and the results of placement. Finally, some conclusions and remarks are given in Section 8.

2. Related Work

The ability to detect and to isolate faults which may affect the system depends essentially on the instrumentation’s architecture.
This is why, before designing an industrial  supervision system, determination of monitoring ability based on technical specifi-
cations is important. Fig.1 gives an overview about the state of the art dealing with this problem. Three categories of methods
can be distinguished : the data based method, the model based method and the hybrid method.

A sensor placement method basically depends on the objectives it aims to achieve. For example, in the theory of command, the
sensor placement is used to provide sufficient information to the control system so we have to check the classical controllability
and observability properties. Several methods have been proposed for Fault Tolerant Control (FTC)[3][4][5]

A sensor placement method for structural health monitoring (SHM) is proposed in [6][7], an other method proposed in [8] with
the objective of damage detection.

However, in fault diagnosis, the goal of sensor placement is to satisfy detectability (observability) and diagnosability
(monitorability or surveillability) properties. For the sensor placement problem dealing with FDI objective, we distinguish three
types of methods: data based methods, model based methods and hybrid methods.

2.1 Data based Methods
In Data-based methods, the knowledge of the system is based on large amounts of recorded and collected data of the process
under nominal and faulty conditions. Based on this information, different methods can be used to extract features from the
process history so that it can be used as knowledge to the diagnosis system. According to the available works, most are based
on neuronal approaches (RN) [9], genetic algorithms (GA) [10], Binary Particular Swarm Optimization(BPSO) Algorithm [11] and
Fuzzy Feature Selection Approach [12].

The most advantage of data based approaches is not requiring the knowledge of an analytical or structural model of the system.
They only require information collected in databases through the history of the system functioning. The main drawback of the
use of these methods consists in the fact that they need recognition pattern step, the physical knowledge is also omitted and
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Figure 1. State of the art methods of sensor placement problem

then the sensor placement methods are mainly reduced to heuristics.

2.2 Model based Methods
On the other hand, Model-based methods use the analytical redundancy relations (ARRs) for which is applied the sensor
placement algorithm; Indeed, it is possible to monitor the system through to the redundancy of information in the system.
Furthermore, in addition to the modelling step problem, ARRs generation is not trivial and needs complicated unknown variables
theory elimination [1].

In model-based FDI, faults are modeled as deviations of parameter values or unknown signals, and diagnostic models are often
brought back to a residual form. The main approaches to construct residuals are based on using ARRs.

To be able to perform model-based supervision, some redundancy is needed, and this redundancy is typically provided by
physical sensors judiciously placed in the industrial process.

Analytical redundancy has to find relations between known variables of the system. These relations are satisfied when the
system is in its normal mode and not satisfied in the presence of failure. Model-based FDI algorithms depend highly on the
accuracy of the system model. The model that represents the system can be in analytical form [13][14][15][16] or structural form.
The drawback of model-based diagnosis is the need for the knowledge about the behavioral model.

Furthermore, analytical approaches require accurate models and numerical values of the parameters, which are not always
available in real systems. This is why structural approaches based on the system model can be an alternative to study fault
diagnosability and fault recoverability possibilities.

In a stream of research, we have reported two types of structural approaches: one based on graph representation and the other,
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on structural Matrix [17][18][19].

In graphical models, the nodes represent the system variables and the system equations, while the arcs connect each variable
node to its associated equation node. Among these methods we can cite, for example, bipartite graphs, bond graphs [20][21] [22]
[23]and digraph [24] can be mentioned.

Existing graphical approaches allow us to generate structural properties of the system without knowing numerical values of the
parameters. For example the method based on a bi-partite graph can be obtained early in the development process, without major
engineering efforts. This kind of models is suitable to handle large scale systems since efficient graph-based tools can be used
and does not have numerical problems. We have divided this later into three approaches; one based on matching [25][26], an
other on Dulmage Mendelssohn decomposition [27][28][29] and an novel contribution is the use of tripartite graph [2][30].

2.3 Hybrid Methods
Hybrid methods can be viewed as a bridge across the Artificial Intelligence (AI) and FDI approaches to model-based sensor
placement.

[31] have proposed and discussed a novel method for computing Minimal Additional Sensor Sets (MASS) by exploiting recent
techniques based on the symbolic compilation of qualitative system models within a structural approach suitable for numerical
equations models.

3. Preliminary Concepts

In order to present the sensor placement problem for FDI, a set of preliminary definitions are introduced.

Combinatorial optimization problems are characterized for having discrete decision variables, but an objective function and
constraints formulation could take many forms (i.e. linear or non linear) [32]. Such problems have been studied for several years
in mathematics and computer science where they have attracted a lot of attention, mainly because of their wide applicability.
However, because of their complexity (i.e. combinatorial optimization problems tends to be NP-hard or NP-complete), the use of
approximation algorithms (mainly metaheuristics) to solve them has become relatively popular in the last few years [33]. On the
other hand, many real-world problems have two or more objectives (often conflicting) to be optimized at the same time .For
example, we aim to minimize the time to complete the task, but simultaneously, we wish the task to be as cheap as possible, which
is an objective that normally opposes to the previous one. These problems are known to be multi-objectives and their solution
involves finding not a single solution, but several that correspond the the best possible trade-offs among all the optimized
objectives. Numerous mathematical programming techniques exist to deal with multi-objective optimization problems [34, 35],
however, the use of metaheuristics in this field has become increasingly investigated domain [36, 37].

3.1 Multi-objective Combinatorial Optimization Problem
A Multi-Objective Combinatorial Optimization Problem (MOCOP) is defined as:

Optimize F (x) =  ( f1 (x)  f2 (x), ...., fn (x) with  x∈ D             (1)

Where n is the number of objectives (n ≥ 2),  x = ( x1 , x2 ,..., xk) is the vector of decision variables, D is the set of feasible solutions
and F(x) is the objective funtion where each objective function fi (x) has to be optimized (i.e. minimized or maximized). Unlike
single-objective optimization, the solution of a MOCOP is not unique, but is composed instead of a set of solutions representing
the best possible solution space. Such solutions are contained in the so-called Pareto optimal set(PO)[38]. When plotting the
objective function values corresponding to the solutions stored in the PO, we obtain the Pareto front of the problem.

3.2 Dominance and Pareto Optimality
In multi-objective optimization, there is a different notion of optimality than in singleobjective optimization, since in this case, we
are interested in finding good compromises (or trade-offs) among the objectives that we wish to optimize. The notion of optimality
most commonly adopted is that originally proposed by Francis YsidroEdgeworth in 1881 [39] and later (in 1896) generalized by
Vilfredo Pareto. Although some authors call this notion the Edgeworth-Pareto optimality, the most commonly accepted term is
Pareto optimality.
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Figure 2. Mapping from decision space at left to objective space at right

A feasible solution x*∈D is called Pareto optimal (also called efficient or nominated) if and only if there is no solution x∈D such
that x dominates x* . A solution y = ( y1 , y2 ,..., yk)  dominates a solution z = ( z1 , z2 ,..., zk), in a minimization context, iff ∀i∈ [1..n],
fi ( y) <  fi (z) and ∀i∈[1..n] such that fi ( y) ≤ fi (z) and ∃i∈[1..n]. In this context, any solution of the Pareto optimal set may be
considered as optimal, since no improvement may be found for an objective without degrading another a objective value. In the
case of bi-objective minimization problem, the Pareto front of the efficient solutions obtained may be easily plotted (see the thick
line in objective space from Figure 2).

3.3 Graphical Structural Analysis Approach
A general framework for diagnostic analysis feasibility based on structural analysis approach is proposed in [40]. The main
principle of this method is to identify the measurements subsystems in the plan that contain redundant information indepen-
dently from the detailed knowledge of parameters.

The types of variables in a diagnostic context are: (i) the known variables corresponding to measurements and controller input;
(ii) the unknown variables, typically internal states and unknown inputs that should not influence the residual, and the faults to
be detected.

Formally, the structural model of the system is defined as follows:

R = {R1, R2 ,..., Rm} the set of structural equations.

K= {k1, k2 ,..., kc} the set of the known variables.

X= {x1, x2 ,..., xn} the set of the unknown variables.

Z = X ∪ K is the set of all the variables. | Z |= n + c .

A constraint R impose a relation between variables and parameters, belonging to Z : Rj (Z1, Z2, ...,Z|z|) = 0; j = 1, ... , m.

The strength of structural approach is the fact that only relationships between variables and relations are considered regardless
the nature of these relations (linear or not, static or not, ...)

3.4 Tripartite Graph
Furthermore, the structure of the model will be used to derive the diagnosis properties. The structural model can therefore be
represented by a tripartite graph.
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Tripartite Graph G = (K, R, X , A) is constituted of three nodes parts where each pair of parts is a bipartite graph as shown in Figure
3. The set of edges A is then partitioned into Ac and Ax linking K to R in one hand and R to X in the other hand respectively. So we
have two bipartite sub-graphs: GB = ( (K, R, Ac)  andGB = ( (R, X, Ax) [2].

1. A residual is a relation where all variables are known.

2. A residual cycle is a closed path free loop (cycle) starting from K and ending in K in the tripartite graph; see Fig. 4 (all the
variables involved by residual cycle will be known by deduction). Among all cycles in the tripartite graph, only this kind of cycle
will be investigated [2].

3. Detectability is the possibility of detecting an occurrence of a fault and diagnosability is the possibility of identifying (without
ambiguity) a fault on a component.

4. Fault signature matrix is a table where every line corresponds to a residue and every column to a failure. This table enables
us to check the structural detectability and localizability property [41][42].

A failure is detectable if its signature comprises at least one “1”, two failures are localizable, or identifiable if their signatures are
different. The structural analysis gives only the structural proprieties.

Figure 3. Tripartite graph associated to a system

Figure 4. A residual cycle in a tripartite graph

4. Proposed Methodology

Fault diagnosis is of great importance for industrial systems. It represents an important factor for quality of service (related with
fast maintenance response to fault situations). In these systems, it is obvious that only a limited number of sensors can be
installed due to budget constraints. Since improper selections may seriously hamper diagnosis performance, the development
of a sensor placement strategy has become an important research issue in recent years. Ideally, a sensor placement should be
configured to facilitate fault detection and maximize diagnosis performance strategy under given sensor cost limitations. A multi-
criteria sensor placement is defined as a minimum sensor configuration that achieves the minimum cost while observing pre-
specified performance criteria.
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4.1 Problem Formulation
In this paper, we deal with the sensor placement problem represented in our work as an optimization problem where the best
sensor configuration fulfilling some given diagnosis specifications is sought [30]. The fault diagnosis based on extraction of
residual cycles from tripartite graph [43] representation optimizes the diagnosis process by incorporating sensors information.
So, we adopt this method to construct our optimized sensor placement algorithm. First of all, some basic concepts have to be
defined.

Formal definition of the Problem

For the all installation there exist n sensors to measure n variables

• Constraints:

• Objective function:

(2)

(3)

(4)

(5)

With:

n : Total of sensors which can be present in the system

 : Total cost of the placement

 : Cost of the the i Sensor

 : Number of the sensors which measure the ith  variable in the placement (note that the we can measure a variable with several
sensors)

 : Total number of sensors in the placement

 : Total redundancy degree of the placement

 : Redundancy degree specification for the ith variable (note that the ith sensor correspond to the ith variable)

Fi : fault in the ith sensor (is a binary variable; 1 if a fault is present, 0 if not)

Let S be the feasible solutions and f the objective function. The objective is to find

 such that .

4.2 Optimization of Sensors Placement for FDI
The problem of optimal sensor placement for FDI consists in determining the set of sensors that minimizes a pre-defined cost
function, and satisfying at the same time, FDI specifications set. The Sensor placement objectives include:

• Cost reduction.
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• Minimum number of sensors

• Max diagnosability and isolability property.

The latter property is difficult to express, and has not been solved formally by the research.

4.2.1 Multi-criteria optimal sensor placement procedure
Here, we describe the various stages of system design diagnostic program that we have proposed. We have divided the process
of the placement procedure for diagnosis in 3 parts:

1. The calculation of the pareto solutions and objective precision i.e. the redundancy degree that we must ensure and sensors
placement based on them,

Figure 5. Proposed sheme of the optimal sensor placement

In the next, we discuss more in depth these parts.

4.2.2 Best Solution (Pareto Optimal)
Based on basic concepts as the structural analysis of systems and well known observability and monitorability structural
criterion, a computer method of sensors placement has been proposed in [43]; this uses graph theory tools to bear all possible
combinations. However, even if one may think that exploring all possibilities is a complex method, we solved efficiently the
problem in a polynomial time. This method relies on the generation of residual cycles and paths through a representation of the
system with a tripartite graph. The algorithm of generation of residual cycles is reliable and based on the development of an n tree
and then extraction of all paths leading from the father node to the leaves. Thanks to various generated information (degree of
redundancy and objectives); we can see what effectively better place is. [(a)]

1. Calculation of the Influence Matrix
The calculation of the Influence Matrix boils down to paths generating procedure during the first stage, its size is Nb_unknown_var
× Nb_unknown_var which represent is what has provided the knowledge of each variable on other variables as degree of
redundancy, the diagonal values are ones “1” (each variable adduce to itself a single redundancy degree; see Table 1). The
elimination of all paths whose variables are not physically measurable leads to vanishe values in the Influence-Matrix, what
brings the addition of these sensors on these variables (the meaning of influence).

Example. The knowledge of a variable x1  allows us to estimate the variable x3 and x4 in her calculate path. So it generates one
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x1 x2 x3 x4

x1 1 0 1 1

x2 0 1 0 0

x3 0 0 1 0

x4 0 0 0 0

Table 1. Influence Matrix example

2. Calculation of Objectives

The calculation of the objectives is to extract what remains to make the surveillance system, i.e. the redundancy degree. The
objectives are the difference between what is requested in specifications and what is present in the system (redundancy gener-
ated during the first generation stage). This is the result of the Hamming distance between the vector of redundancy degrees and
vector of specifications. The objective vanishes when it is no difference.

3. Sensors Placement

We are limited to deploy a small number of sensors, and thus have to carefully choose where to place them, so we place a sensor
to measure a potential variable (which involve after its calculate paths more variables figuring in specifications), that’s why this
investment will lead to more redundancy for one place that minimizes the installation of new sensors [44].

We have created a solution quality threshold m (reliability threshold) that exceed it deteriorates the quality of solution. p in
equation 6 is the number of sensors to be installed to verify the specifications without taking into account any optimality (in the
worst case)

And b in equation 7 is the number of sensors in the best placement

To maintain the effectiveness of the solution it defects that number of sensors in placements not exceed the boundary b; so the
threshold m depends on b .

This phase of the procedure is to find the most relevant sensors on the process towards its diagnosis. Based on analysis of
adding sensors by the Influence-Matrix and the objectives, we made a correspondence by choosing to add a sensor on a variable
at each time increasing the maximum redundancy degree to other variables contained in the objectives. The placement is done by
calculating a distance (or metric) which is a measure of similarity between the two vectors. The two variables assigned to the
vectors which ensures a minimum distance (or a maximum degree of similarity) with the vector objective are chosen. So we choose
to place in the ith placement the first best variable, the other placements take the second best variable. We take the maximum
amount of information to verify the specifications redundancy degrees with installing minimum of sensors. These placements
represent the Pareto optimal solutions presented in Figure 6 (by translating the maximum diagnosability by minimum faults).

redundancy degree to these variables and to itself, x4 is not measurable. So from this matrix we can clearly simulate the placement
of new sensors (if we add a sensor to measure x3 we can estimate the value of the variable x4 ).

(6)

(7)



               Progress in Signals and Telecommunication Engineering   Volume   8   Number   1   March   2019           25

Min
Sensors

Min
faults

x1

x2

x3

xm

Figure 6. Graphical representation of the m Pareto solutions

With:

Tcostj: Total cost of jth placement

CSi: Cost of ith Sensor

 : Number of ith Sensor in jth placement

4.2.4 Redundancy Degree Gain
We have calculated what additional gains in diagnosis can be made with which placement. This is accomplished by calculate the
exceeding degrees in Influence matrix. Not only we have checked the specifications with a minimum number of sensors, but also
a better quality of diagnosabilty property through redundancy degree calculated with influence matrix, so this matrix helps us to
control adding sensors process.

With:
TGainj : Total gain in jth placement

InfMat : Influence Matrix

4.2.3 Placement Cost
We calculate the cost of each placement.

(8)

(9)
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Algorithm 1 ALGORITHM OF SENSORS PLACEMENT

Require: degree: array

{represents redundancy degrees in the system.}

specifications : array

{represents redundancy degrees of the specifications.}

Costs: array {represents cost of every sensor}

m: const {represents threshold of pareto solutions.}

1. for i:=1 to nb_inknown_var do

2. Placement_Vector[i]:=0;

3. end for

4. Calculate Influence_Matrix() [30];

5. Cancel the lines of Influence_Matrix where the variables are not physically measurable.

6. Calculate objectives = Hamming distance(specifications, degree)

7. if (objectives <= 0) then

8. End of Placement {Specifications verified with the initial placement.}

9. else

10. while (objectives >= 0) do

11. Select();

{Procedure which is to select the relevant variable. See algo2}

12. Place();

{Sensor Placement Procedure. See algo3}

13.Update objectives {ex- objectives what brings the placement as redundancy degrees.}

14. end while

15. end if

16. Calculate Total cost of each placement(); See algo4.

17. Calculate redundancy degree gain of each placement(); See algo5

5. Algorithm

Algorithm 2 Procedure Select()

1. for i:=1 to nb_unknown_var do

2. Counter[i]:=0;

3. end for

4. for i:=1 to nb_inknown_var do
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Algorithm 3 Procedure Place()

1. TRI: sort array of Counter;

{m represents the number of the best placements}

2. for i:=1 to m do

3. for j:=i+1 to m do

4. Place_Vector[Tri[1]][i]=Place_Vector [Tri[1]][i]+1;

{place sensor in the first best place of Tri in the first placement}

5. Place-Vector[Tri[2]] [j]=Place-Vector[Tri[2]] [j]+1;

{place sensor in the two second best place of Tri in the other placements }

6. end for

7. end for

5. if (objectifs > 0) then

6. for m:=1 to nb_inknown_var do

7.  if (Influence_Matrix[m][i]> 0) then

8. Counter[m]:=Counter[m]+1;

{Calculate Metric between objectives and influence Matrix to ordering the best

sensors}

9. end if

10. end for

11. end if

12. end for

Algorithm 4 Calculate Total cost of each placement()

1. for i:=1 to nb_inknown_var do

2. Totalcost[i]:=0;

3. end for

4. for i:=1 to m do

5. for j:=1 to nb_inknown_var do

6. Total_cost[i]:= Place-Vector[j] *cost[j]+Totalcost[i];

7. end for

8. end for
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Algorithm 5 Calculate redundancy degree gain of each placement()

1. for i:=1 to nb_inknown_var do

2. for j:=1 to nb_inknown_var do

3.  if (Influence-Matrix[i][j] > 0) then

4. Count[i]:= Count[i] +1;

5. end if

6. end for

7. end for

8. for i:=1 to m do

9. for j:=1 to nb-inknown-var do

10.  TGain[i]:= Place-Vector [i] [j]*Count[j]+objectives;

11. end for

12. end for

6. Application to Dynamic Model of the Robot

We applied our placement algorithm for diagnosis for several benchmark systems [43, 30]. In this section, the method proposed
in this paper, is applied on the dynamic model of robot as benchmark. The model is expressed as:

(10)

Where  is the n×1 accelerations vector,  is the n×1 velocities vector,  is the n×1 coordinates vector and Γ is the n×1 external
torques vector. M(q) represents the n×n positive definite inertia matrix, C(q, ) is the n×n Coriolis and centrifugal forces matrix and
G(q) is the n×1 gravitational torques vector.  fv is the n×n viscous frictions diagonal matrix, and fs is the Coulomb frictions diagonal
matrix, but these matrix will be ignored throughout our work. The Figure 7 shows the robot that we will study:

Figure 7. The Robot under study
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The analytical model of the robot is a set of:

• Three constraints: C1, C2 and C3

• Three measures: m1, m2 and m3

• Six derivations : d1 , d2 , d3 , d4 , d5 and d6

This model connects nine unknown variables; it implies that we can generate three relations of analytical redundancy. It includes
the following components:

• The inputs Γ1, Γ2 and Γ3 of the three axis of robot.

-The position, the speed and acceleration ( q1,  and  )for axis 1, and so on for axis 2 and axis 3 .

• y : output,

• a,b, c, d, e, f , g, h, i coefficients,

• g : gravity.

(11)

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

(20)

(21)

(22)

The components of the robot are described by the following relations:
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7. System implementation

Given the structural model of the dynamic model of the robot (Fig. 8 represent the tripartite graph of the robot), and consider the
following specification considered as input of the program implemented in Java:

a) The global cost of the sensors

b) The degree of redundancy of each variable to be monitored (see Table 6). The program allows to introduce any structured
model which is presented by variables set and relations set.

Figure 8. Tripartite graph of the example system

Table 2. The influence matrix generated from the initially installed robot [30]
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Table 3. Calculation paths

Table 4. Redundancy degrees

The Figure 3 represents all possible paths to get the variables of the system and a tablecontaining their redundancy degrees
before placement.

The cycles are shown in Figure 6, which lead to the residuals:

R1(Γ1 y1) = 0

R2 (Γ1 y1) = 0

R3(Γ1 y2) = 0



 32        Progress in Signals and Telecommunication Engineering   Volume   8   Number   1   March   2019

R4(Γ1,  y2) = 0

R5 (Γ1, y3) = 0

R6 (Γ2, y1) = 0

R7(Γ2, y1) = 0

R8 (Γ2, y2) = 0

R9 (Γ2 , y2) = 0

R10(Γ2 , y3) = 0

R11 (Γ3, y1) = 0

R12 (Γ3 , y1) = 0

R13 (Γ3, y2) = 0

R14 (Γ3, y2) = 0

Table 5. Signature table

If the variables to be monitored are the input output set, the signature table obtained from the system is shown in Table 5.

So, this system is structurally monitorable, all the faults that may effect the input or output variables are detectable and isolable.
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Figure 9. Residual cycles

Table 6. Specifications degrees and costs of sensors

Solving the optimal sensor placement problem requires a cost to be associated to each candidate sensor. Consider sensor costs
in Table 6; costs are dimensionless and have been assigned according to the ease of installation and the price of their correspond-
ing sensors. The six optimal solution as presented in Figure 10 which represents the best solutions and their corresponding global
cost with excess of redundancy degree for each placement.
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Figure 10. Results of placement

7.1 Analysis of the Results
With these tests, we have solved the sensor problem optimally:

• We have generated all information present in the system initially installed; and this is thank to the generating cycles algorithm
and calculate paths [30], this will help us to do not lose any information.

• Calculate new objectives specifications with calculating difference between specifications and redundancy degrees generated
from system.

• We have created a threshold m to preserve solution fiability.

• We have chosen the tow best sensors to be installed in the placements from the influence Matrix witch gives maximum to the
objectives for installing just one sensor.

• Finally, and thanks to influence matrix, the solution gives directly the desired redundancy degrees of the variables with a gain.

Figure 11. Graphical representation of the m Pareto solutions
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8. Conclusion

A key issue for practical diagnosis in industry is the trade-off between installing the minimal sensors and getting a high degree
of fault isolation and diagnosis. Under economic constraints, industrial systems are typically configured with the minimum set
of sensors needed for control and protection. In this work, and in multi-criterion optimization  context, a new tripartite graph
based methodology to solve the sensor placement problem for FDI has been addressed and applied to the Dynamic Model of
the Robot. The sensor placement problem has been discussed and a formal model has been presented, leading to optimal
algorithm, which was implemented in Java program. This method could also be applied to other kind of systems if given their
structural model. A key contribution of this work is the definition of the redundancy degrees index of initial system and
generating influence matrix witch covers all information of the system. This two tools allows us to set up a different best sensor
placement pareto solutions based on a fault diagnosis performance maximization criteria. In brief, the results are very encourag-
ing concerning the utility of influence matrix to avoid exhaustive research and found the solutions in minimum time. Future
research work will include other criteria optimization and comparison study with semi formal and meta heuristic approaches on
the same benchmark.
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