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ABSTRACT: Energy usage of data centers is a challenging and complex issue because computing applications and data are
growing so quickly that increasingly larger servers and disks are needed to process them fast enough within the required
time period. In the past few years, many approaches to virtual machine placement have been proposed. This study proposes
a new approach for virtual machine allocation to physical hosts. Either minimizes the physical hosts and avoids the SLA
violation. The proposed method in comparison to the other algorithms achieves better results.
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1. Introduction

A cloud is a type of parallel and distributed system consisting of a collection of interconnected and virtualized computers that
are dynamically provisioned and presented as one or more unified computing resources based on service-level agreements
established through negotiation between the service provider and consumers.[1]

Lowering the energy usage of data centers is a challenging and complex issue because computing applications and data are
growing so quickly that increasingly larger servers and disks are needed to process them fast enough within the required time

period. Green Cloud computing is envisioned to achieve not only the efficient processing and utilization of a computing
infrastructure, but also to minimize energy consumption [2].
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Improving energy efficiency has become increasingly important in data centers in recent years to cut down the tremendous
amounts of electricity consumption. The power dissipation of the physical servers is the root cause of power usage of other
systems, such as the cooling systems [3].

Currently, resource allocation in a Cloud data center aims to provide high performance while meeting SLAs, without focusing on
allocating VMs to minimize energy consumption. To explore both performance and energy efficiency, three crucial issues must
be addressed. First, excessive power cycling of a server could reduce its reliability. Second, turning resources off in a dynamic
environment is risky from the QoS perspective. Due to the variability of the workload and aggressive consolidation, some VMs
may not obtain required resources under peak load, and fail to meet the desired QoS. Third, ensuring SLAs brings challenges to
accurate application performance management in virtualized environments. All these issues require effective consolidation
policies that can minimize energy consumption without compromising the user-specified QoS requirements [4].

To fine the solution to the virtual machine allocation to physical host, three sub-issue should be addressed. The [5] study has
divided the main challenges of the this problem to three sub-issues.

* When a virtual machine should be migrated?
There are two conditions to migration. When a physical host is over-loaded or under-loaded. For this purpose, various
algorithms have been introduced.

* Which virtual machine should be migrated?
When one physical host is under-loaded, some of its virtual machined should be selected for migration.

* Where virtual machine should be migrated?
The destination should be chosen for second’s virtual machines.

The virtual machine allocation to physical hosts or the third problem is similar to classic bin packing that is a NP-hard problem.
Heuristic algorithms are one of the first methods that attempt to minimize the energy consumption. One of this algorithm’s major
problem is their time and are not suitable for big problems, because of their nature these algorithms are not able to search
extendable space. One of the other methods for minimizing the energy consumption in data centers is using evolutionary
algorithms. Evolutionary algorithms can search better the problem space so that ensures QoS! and also reduces the energy
consumption.

In this paper new approach based on lottery algorithm is proposed for virtual machine allocation to physical hosts. The results
show decreasing 31.25 percent in energy consumption in comparison to PSO and genetic algorithms. The purpose of this study
is achieving a pattern for virtual machine allocation to physical hosts by lottery algorithm. In other words a new approach for
solving the third-issue has been proposed in this paper to minimize the switch on physical hosts and minimize the energy
consumption.

In the next section the related works has reviewed, the third section describes the problem in detail. The proposed algorithms is
proposed in the four section. The evaluation parameters and simulation and the setting for simulation is described in section 5.
The analyzing the performance of proposed algorithm is described in section 6, section 7 is conclusion of this study.

2. The Related Works

The allocation of virtual machines to physical hosts problem is divided to three sub-issues. This section discuss about the
previous works for each sub-issues.

2.1 When a virtual machine should migrate?

The first issue is related to the migration time of virtual machine to physical host. There are two conditions for this placement.
The first condition is when the physical host is over-loaded. In other words when the load of physical host exceeds the
determined threshold, to avoid the risk of SLA’s violation because of lake of physical host’s resources, the virtual machine

! Quality of Service
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should migrate to other physical host. The second condition is for migrating the virtual machine is when a physical host is
under-loaded. When a load of virtual machine decreases its total processing is moved to one switched on physical hosts and
switch it off. Existing algorithms for detecting over-load physical host are as follows:

2.1.1 Local Regression Algorithm

The next heuristic is based on the Loess method (from the German 1"oss — short for local regression) proposed by Cleveland [6].
The main idea of the local regression method is fitting simple models to localized subsets of data to build up a curve that
approximates the original data. The observations (xi, yi) are assigned neighborhood weights using the tricube weight function
shown in (1).

1— 31\3 . <1,
. {; A o

Otherwise.

2.1.2 Median Absolute Deviation Algorithm [7]

The MAD is arobust statistic, being more resilient to outliers in a data set than the standard deviation. In standard deviation, the
distances from the mean are squared leading to large deviations being on average weighted more heavily. This means that
outliers may significantly influence the value of standard deviation. In the MAD, the magnitude of the distances of a small
number of outliers is irrelevant. For a univariate data set X1, X2, ..., Xn, the MAD is defined as the median of the absolute
deviations from the median of the data set:

MAD = median (|X,~ median/ (X/)|) 2)

2.1.3 Local Regression Robust Algorithm

The version of Loess described in Section 4.3.2 is vulnerable to outliers that can be caused by leptokurtic or heavy-tailed
distributions. To make Loess robust, Cleveland proposed the addition of the robust estimation method bisquare to the least-
squares method for fitting a parametric family [6]. This modification transforms Loess into an iterative method. The initial fit is
carried out with weights defined using the tricube weight function. The fit is evaluated at the xi to get the fitted values byi, and
the residuals bei = yi [] byi. At the next step, each observation (xi, yi) is assigned an additional robustness weight ri, whose
value depends on the magnitude of bei. Each observation is assigned the weight i wi (x), where ri is defined as in (3).

B i

=5 (6) @

2.1.4 Interquartile Range Algorithm [7]

In descriptive statistics, the Interquartile Range (IQR), also called the midspread or middle fifty, is a measure of statistical
dispersion. It is equal to the difference between the third and first quartiles: JOR = Q3 [ Q1. Unlike the (total) range, the
interquartile range is a robust statistic, having a breakdown point of 25%, and thus, is often preferred to the total range. For a
symmetric distribution (i.e., such that the median equals the average of the first and third quartiles), half of the IQR equals the
MAD. Using IQR, similarly to (4.5) the CPU utilization threshold is defined in (4).

T =1-s.10R “4)
The known algorithm for detecting under-load physical hosts is single-threshold algorithm [8]°.

2.2 Which virtual machine should migrate?

The second sub-issue, after determining the migration time, if the physical host is under loaded, the total virtual machines
should be migrate until physical host is switched off, and if the physical host is over loaded, it should be identify which virtual
machine from physical host should be migrate?. Three policy for selecting the virtual machines to migration[7] in over-load
condition is RS, MMT and MC algorithms.

2.2.1 Minimal Migration Time Algorithm [9]
The minimum migration time [9] policy migrates a VM v that requires the minimum time to complete a migration relatively to the
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other VMs allocated to the host. The migration time is estimated as the amount of RAM utilized by the VM divided by the sparse
network bandwidth available for the host j[9].

Since the virtual machine with minimum Memory and CPU could migrate faster, so in this policy the small virtual machine are
chosen to migration. This policy makes if the more amount of CPU or memory is needed to be free, so a lot of the virtual machines
could be migrated.

2.2.2. The Random Selection Policy

The random selection [10] policy selects a VM to be migrated according to a uniformly distributed discrete variable. This policy
is suitable for the data centers with large number of virtual machines or in other words can be a good job for a public cloud
computing center.

2.2.3. The Maximum Correlation Policy [MC]
The idea is that the higher the correlation between the resource usage by applications running on an oversubscribed server, the
higher the probability of the server overloading [9].

This policy is in contrary to the view point of MMT method. In fact, in this policy, instead of migrating multiple small virtual
machines, one large virtual machine is migrated. This causes saving time in packing the virtual machines.

2.3. Where virtual machines should be migrated?

The third issue is about where virtual machines should be migrated? After diagnosis migration time and choosing witch virtual
machine should be migrated? the third issue determines the destination of each virtual machine. The algorithms are called virtual
machine placement algorithm. The large number of virtual machines and physical makes the idea of using evolutionary algo-
rithms for virtual machine allocation to physical host problem.

Improving energy efficiency has become increasingly important in data centers in recent years. The paper [11] proposed a
simulated annealing virtual machine placement algorithm, which is based on simulated annealing theory. Experimental results
show that this SA algorithm can generate better results, saving up 25 percentage more energy than First fit decreasing in
acceptable time frame.

The paper [12] proposes novel self adaptive particle swarm optimization SAPSO algorithm to solve the intractable nature of the
mapping the a set of VM instances onto a set of servers from dynamic resource pool so that the total incremental power drawn
upon the mapping is minimal and does not compromise the performance objectives. The experimental results of SAPSO was

compared with multi-strategy MEPSO? and the result show that SAPSO outperforms the latter for power aware adaptive VM
provisioning in a large scale, heterogeneous and dynamic cloud environment.

3. Problem Definition

The problem is mapping the virtual machines to physical hosts, so that each virtual machines is allocated to only one physical
host and the minimum number of physical hosts are switched on. In other words, consider the number of virtual machines is M

and the number of physical hosts is N (M > N). V'is set of virtual machine which V. is a sample of virtual machine. Also P is set
of physical hosts and Pj represents sample of physical host.

V= {vl, Ve .,vm}

P={p,py-sp,}

Lets define:

VP the CPU requirement of Vi

y"e": the memory requirement of Vi

3 Ensemble Particle Swarm Optimization
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Pj: a physical machine in P

Pj””“: the cpu capacity of pj

Pj’”e’”: the memory capacity of pj

pre: the total CPU workload on pj
PjW’”e’": the total memory workload on pj

ij: the set of virtual machines assigned to physical machine pj

Vo= o P 1)}
The utilization rate of the CPU in physical server p; is:
s D Wepu cpu
pj =P Py
The energy consumption of physical server p; when its CPU usage u is:

EP)=ke™+ (1 —k).e/ " .uj

When k/ is the fraction of energy consumed when p; isidle; ej’”“x is the energy consumption of physical server p; when it is fully
utilized; and 1 is the CPU utilization of p;

The purpose of this study allocating physical hosts to each virtual machine according to above Equations, so that the energy
consumption is reduced.

4. Proposed Method

In this section the proposed method is described so that at the first the preliminary description of lottery algorithm is given, then
the method for virtual machines to physical hosts with proposed method is proposed.

4.1 Introduction to Lottery Algorithm

In computing, scheduling is the method by which work specified by some means is assigned to resources that complete the
work. The work may be virtual computation elements such as threads, processes or data flows, which are in turn scheduled onto
hardware resources such as processors, network links or expansion cards. A scheduler is what carries out the scheduling
activity. Schedulers are often implemented so they keep all computer resources busy (as in load balancing), allow multiple users
to share system resources effectively, or to achieve a target quality of service. Scheduling is fundamental to computation itself,
and an intrinsic part of the execution model of a computer system; the concept of scheduling makes it possible to have computer
multitasking with a single central processing unit (CPU). A scheduler may aim at one of many goals, for example, maximizing
throughput (the total amount of work completed per time unit), minimizing response time (time from work becoming enabled until
the first point it begins execution on resources), or minimizing latency (the time between work becoming enabled and its
subsequent completion) maximizing fairness (equal CPU time to each process, or more generally appropriate times according to
the priority and workload of each process). In practice, these goals often conflict (e.g. throughput versus latency), thus a
scheduler will implement a suitable compromise. Preference is given to any one of the concerns mentioned above, depending
upon the user’s needs and objectives. In real-time environments, such as embedded systems for automatic control in industry
(for example robotics), the scheduler also must ensure that processes can meet deadlines; this is crucial for keeping the system
stable. Scheduled tasks can also be distributed to remote devices across a network and managed through an administrative back
end.

4.2 The Proposed Method for Virtual Machine Allocation with Lottery Algorithm
In the proposed method a new method based on lottery algorithm has been proposed for virtual machine allocation to physical
hosts. The advantages of proposed algorithm in comparison to previous algorithm is more agility and high speed. In this
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research a new method based on lottery algorithm and with evolutionary vision has been proposed.

The proposed method steps:
First step: Producing N different solutions. The function of producing initialize solutions have proposed in the following.

Second step: The fitness function is calculated for every single solutions.

Third step: For every solution a ticket is assigned based on the fitness function.

Forth step: One parameter for win rate is used in this algorithm, determines what percentages of solutions moved to the next
step. The lottery operation is done in this step and solutions with more tickets has more chance to go to the next step. In this
step with notice to win rate, the lottery algorithm repeats and some solutions has been selected for next step. For example if the
win rate equals to 70 percent, 70 percent of current solutions are selected to move to the next step and 30 percent of initialize

solutions new solutions are created.

Fifth step: The end condition or the number of iterations of algorithm is checked. If the condition is fulfilled the best solution will
be chosen otherwise go to the second step.

4 . N

N il
s Create some Calculate the
o 1itial solution or fitness of each .
W participant participant
N — .
Performuing a lottery to determune the v
< B e
WS “;:’j:l:cu:}):::mnd‘ = Assignment sheet
ki to each participant
| —

YES NO
STOP ? l
I's N
The best Participants will be chosen Removing participants who
as best solution have not won and producing
\ J new participants equal to
loser's number.

= J

Figure 1. The proposed algorithm’s flowchart

The problem formulation and production of initialize solutions.

As described in the previous sections, the virtual machine allocation is an optimization solution for decreasing energy con-
sumption. The set of virtual machine is as follows:

V={vl,v2,...,vm}
[m presents the total number of virtual machines]

The set of physical hosts is as follows:

H={HI,H2,.Hn}
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[n presents the total number of physical hosts]

Some of the restrictions are as follows:

1. A virtual machine can only assigned to one physical host.

2. For solving the virtual machine allocation to physical hosts, each answer is assumed as a participation in lottery algorithm. As
shown in Figure 1, the array index represents of virtual machine’s number, and the input number represents the physical host’s

number which the mentioned virtual machine to be placed on this physical host. In other word if the input number if index i
equals to j, means virtual machine [7] is placed on physical host [/].

VMl | VM2 | VM3 | .. VM

n

Hostl | Host2 | Host3 | ... Host

Sample of solution for proposed algorithm

5. Simulation

The Cloudsim is used to evaluate and analyzing the proposed algorithm’s performance. This simulator is a toolkit in java
language which is used to simulate cloud environment. The toolbox contains set of several classes, designed by A. Belogazov
and et all in 2013 [5]. The following scenarios are used for simulating the proposed algorithm.

The simulated data center comprised 800 heterogeneous physical nodes, half of which were HP ProLiant ML 110 G4 servers, and
the other half consisted of HP ProLiant ML110 G5 servers. The characteristics of the servers and data on their power consump-
tion are given in Section 4.2.2. The frequencies of the servers’ CPUs were mapped onto MIPS ratings: 1860 MIPS each core of
the HP ProLiant ML110 G5 server, and 2660 MIPS each core of the HP ProLiant ML110 G5 server. Each server had 1 GB/s network
bandwidth.

In this paper, the proposed method is studied in terms of energy efficiency and the violation of SLA*.
6. Performance Evaluation

In this study a method for virtual machine allocation to physical hosts has been proposed. As mentioned in the previous
sections, there are three sub-issues in a cloud data center, also affect to each other. (four common methods MAD, IQR, LR, LRR
on the question of “When a migration should be done?”” and three most widely used method MMT , RS, MC for the sub-issue
on “which virtual machine should be select for migration” are simulated). The proposed algorithm as a solution for third sub-
issue on “where virtual machine should be migrate?” has been proposed. Reducing energy consumption requires to best
solutions for each sub-issues. Actually the solution for every sub-issues effects on the final solutions, and it is important that
the proposed algorithms is with following of which algorithms. This study analyses the performance of the proposed algorithm
with over-load detection algorithms and the virtual machine selecting algorithm. In order to obtain the best solution for
optimization of energy consumption the combination of algorithms [the best algorithms for each sub-issues] is important factor.

The Figure 2 shows energy consumption in different combination of algorithms. The vertical axis of diagram shows the energy
consumption in w/h and the horizontal axis shows different combinations of methods for each sub-issue. As shows in figure 1
the minimum amount of energy consumption is for Proposed/LR/MC with 11 w/h. The behavior of three algorithm in combina-
tion of VM selection/Host overload detection/Host under-load detection algorithms are a little similar, for example the maximum
amount of energy consumption is related to LRR/RS. In the 12 different combinations, the proposed algorithm performs better
than GA and PABFD algorithm. The Figure 2 shows the four points of the most minimum of energy consumptions in Figure 1.
The figure 3 shows that the proposed algorithm has the minimum amount of energy consumption and the policy of using MC

“service-level agreement
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Figure 3. The four minimum points of energy consumption

algorithm in virtual machine selection makes the results better. In addition the MC policy has better performance in reducing
energy consumption in comparison to RS or MMT policy.

Figure 4 shows the performance of proposed algorithm. GA, PABFD during 10 rounds, in term of the violation of the SLA. The
vertical axis shows the violation of SLA in percentage and the horizontal axis shows the algorithms of each sub-issues. As
shown in figure 2 the minimum number of violation of SLA is for LRR/MC for proposed, GA and PABFD algorithms. The
proposed algorithm with 0.37 number is in the third place. Among 12 different states, the proposed algorithm performed best in
5 states in comparison on the other algorithms.

Figure 5 shows the violation of SLA for the most minimum numbers of energy consumption methods.
As shown in Figure 4.5, the violation of SLA decrease by MC policy. As a result of the comparison of figures 2 and 6, the energy

consumption and the violation of SLA are related inversely. The violation of SLA for proposed algorithm is more than the other
algorithms but the difference is 0.09 percentage and is very little and can be ignored.
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Figure 5. The violation of SLA for the most minimum energy consumption for Scenario C

7. Conclusion

As shown in Figure 1, 2, 3, 4 the proposed algorithm has the minimum amount of energy consumption in collaborative with LR
algorithm for over-load detection algorithm and MC algorithm for selecting the virtual machine, but the minimum amount for the
violation of SLA is with collaborative with LRR algorithm for over-load detection algorithm and MC algorithm for selecting the
virtual machines. As is clear, the best policies are LR/MC. The proposed algorithm has improved the energy consumption about
31.25 percent.

Journal of Networking Technology Volume 11 Number 2 June 2020 57




References

[1] Buyya, Rajkumar., Yeo, Shin., Chee., Venugopal, Srikumar. (2008). Market-oriented cloud computing: Vision, hype, and reality
for delivering it services as computing utilities. High Performance Computing and Communications, 2008. HPCC’08. 10th IEEE
International Conference on. IEEE.

[2] Buyya, Rajkumar., Beloglazov, Anton., Abawajy, Jemal. (2010). Energy-efficient management of data center resources for
cloud computing: A vision, architectural elements, and open challenges. arXiv preprint arXiv:1006.0308.

[3] Wu, Yonggiang. (2013). Energy efficient virtual machine placement in data centers.

[4] Energy-aware resource allocation heuristics for efficient management of data centers for Cloud computing Anton Beloglazov,
Jemal Abawajy, Rajkumar Buyya.

[5] Beloglazov, A. (2013). Energy-efficient management of virtual machines in data centers for cloud computing, Submitted in
total fulfilment of the requirements of the degree of Doctor of Philosophy, Department of Computing and Information Systems
The University of Melbourne.

[6] Guenter, B., Jain, N., Williams, C. (2011). Managing cost, performance, and reliability tradeoffs for energy-aware server
provisioning. /n: INFOCOM, 2011 Proceedings IEEE (p. 1332-1340). IEEE, (April).

[7]Beloglazov, A., Buyya, R. (2012). Optimal online deterministic algorithms and adaptive heuristics for energy and performance
efficient dynamic consolidation of virtual machines in cloud data centers. Concurrency and Computation: Practice and Experi-
ence, 24 (13) 1397-1420.

[8] Beloglazov, Anton., Buyya, Rajkumar. (2013). Managing overloaded hosts for dynamic consolidation of virtual machines in
cloud data centers under quality of service constraints. IEEE Transactions on Parallel and Distributed Systems 24.7, 1366-1379.

[9] Beloglazov, Anton., Buyya, Rajkumar. (2012). Optimal online deterministic algorithms and adaptive heuristics for energy and
performance efficient dynamic consolidation of virtual machines in cloud data centers.”Concurrency and Computation: Practice
and Experience 24.13, 1397-1420.

[10] Beloglazov, Anton., Buyya, Rajkumar. (2010). Adaptive threshold-based approach for energy-efficient consolidation of
virtual machines in cloud data centers. /n: Proceedings of the 8th International Workshop on Middleware for Grids, Clouds and
e-Science. Vol. 4. ACM.

[11] Wu, Yonggiang., Tang, Maolin., Fraser, Warren. (2012). A simulated annealing algorithm for energy efficient virtual machine
placement. 2012 IEEE International Conference on Systems, Man, and Cybernetics (SMC). IEEE.

[12] Jeyarani, Rajarathinam., Nagaveni, N., Vasanth Ram, R. (2012). Design and implementation of adaptive power-aware virtual
machine provisioner (APA-VMP) using swarm intelligence. Future Generation Computer Systems, 28.5, 811-821.

58 Journal of Networking Technology Volume 11 Number 2 June 2020





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


