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Measuring Business Data Volume in Serbia using Machine Learning Systems

ABSTRACT: There is an increasing tendency to process supply chain data to detect the patterns to improve the functions.
We have generated a machine learning system which can be used to analyse the business data volume to judge the size of
the trade activities.
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1. Introduction

Big data is a term used for massive data sets with complex structure. It refers to those datasets whose size is beyond the ability
of typical database software tools to capture, store, manage, and analyze [1]. The four main characteristics defining Big Data
are Volume, Velocity, Variety and Veracity [2]. As previously mentioned, Big Data exceeds the space of technical ability of
storing, processing, managing, interpreting and visualizing of a traditional system [3].

Before the Big Data era, various data analytics technics were used to analyze data with the aim to find correlations between
them. With the Big Data emergence, a great volume of data is generated every day creating a growing demand to investigate a
greater amount of data in order to find useful patterns and correlations within. Big Data can be combined with analytics
forming the Big Data Analytics (BDA). The term BDA can be defined as the application of advanced analytic techniques
including data mining, statistical analysis, predictive analytics, etc. on big datasets as new business intelligence practice [4].
BDA has the ability to research massive amounts of data with the aim to reveal hidden patterns and secret correlations. There-
fore, Big Data combined with analytics creates the ability to extract meaningful insights and turn data into information and
intelligence [5]. BDA give firms competitive advantage by extracting significant value from massive amounts of data creating
an imperative for business leaders in almost every industry sector: from healthcare to manufacturing.

One of the technics used in BDA is machine learning. Machine learning emerged many years before Big Data existed: in 1959,
Arthur Samuel defined machine learning as a “Field of study that gives computers the ability to learn without being explicitly
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programmed” [6]. Tom Mitchell provides a more modern definition: “A computer program is said to learn from experience
E with respect to some class of tasks T and performance measure P, if its performance at tasks in T, as measured by P,
improves with experience E” [7]. In general, any machine learning problem can be assigned to one of two broad classifica-
tions: supervised and unsupervised learning. If instances are given with known labels (the corresponding correct outputs)
then the learning is called supervised, in contrast to unsupervised learning, where instances are unlabeled [8]. If we are trying
to predict something that has a discrete value, that type of supervised learning is called classification. The other type of
supervised learning is regression where the accuracy is measured by how close the estimate is to the actual value in the test
dataset, rather than whether the predicted value is precisely right or not. Regression typically requires different algorithms
than those used for classification. The aim of classification and regression is to predict something accurately. The part of the
data is used for learning while the rest of the data is used for testing the result of the learning. In comparison, unsupervised
learning is where we do not know the right answer ahead of time for any of the data—there is no prior basis to judge how
good our result is. The goal of unsupervised learning is to find interesting and useful generalities within the data. A common
form of unsupervised learning is clustering - given a collection of data, separate instances into two or more groups (clusters)
based upon their similarities. Unsupervised learning has no objective measure of success, and therefore, all the data can be
used as input to the algorithm. As previously seen, selecting the suitable machine learning technic depends mostly on the
structure of the data and the goals of the study.

The aim of this paper is to explore possibilities to predict the volume of the foreign trade using supervised machine learning
and to propose the development methodology and application of appropriate machine learning models. In the second section
we have covered literature review. In the third section a methodology including development and the application of the
machine learning model that predict the volume of import and export is presented. Some of the results obtained using
proposed methodology on the dataset of foreign trade of food industry in the Republic of Serbia are shown in the fourth
section. In the last section a conclusion about machine learning algorithms that have shown the best results in predicting the
volume of the foreign trade on the available datasets is given.

2. Literature Review

Gartner estimates that by 2020 there will be around 26 billion devices in the supply chain. All of them generate a great
amount of data every day. Therefore, there is a growing need to analyze huge amounts of data in Supply Chain Management
(SCM). Scholars agree that BDA has the potential to transform the entire business process, by improving the various supply
chain processes and logistics management [9]. Although the term “Big Data” is not new, there are not many applications of
Big Data in the SCM field.

As machine learning is able to discover patterns in supply chain data, it has been identified ten ways how machine learning
can revolutionize supply chain management: 1) improving demand forecast accuracy, 2) reducing freight costs, 3) improving
SCM performance, 4) opening up many potential applications in physical inspection and maintenance of physical assets
across an entire supply chain network, 5) lowering inventory and operations costs and getting quicker response times to
customers, 6) forecasting demand for new products, 7) extending the life of key supply chain assets including machinery,
engines, transportation and warehouse equipment, 8) improving supplier quality management and compliance, 9) improving
production planning and factory scheduling accuracy, and 10) providing end-to-end visibility across many supply chains for
the first time [10]. Artificial intelligence with machine learning can help the logistics industry fundamentally shift its oper-
ating model from reactive actions and forecasting to proactive operations with predictive intelligence [11].Additionally,
machine learning represents a new tool that can enable companies to better understand the impact of demand drivers such as
media, promotions and new product introductions, and to then use that knowledge to significantly improve forecast quality
and detail [12].

Artificial Intelligence is set to transform the foreign trade, for example; by reducing the cost of numerous processes throughout
the trade lifecycle [13]. Furthermore, machine learning can help in reducing foreign exchange risk [14]. Moreover, machine
learning can be used to build a metalearning model that is able to detect the error in the foreign trade transactions [15].

Although machine learning models are recognized to be a great tool to discover patterns in large amounts of data with the aim
to improve different parts of SCM, currently there are not many studies that investigate their practical applications. As
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foreign trade represents an important part in SCM, this investigation is of a great importance as it shows how machine
learning models can be used in practice in order to predict the volume in the foreign trade.

3. Methodology

The research process consists of the following three phases: Data exploration, Data preprocessing and Predictive analytics.

During data exploration phase we examined some characteristics of the initial dataset, such as its volume, completeness,
validity of data, potential relations between individual data elements, different ways raw data is organized and stored.

Data Preprocessing phase consists of standard ETL (Extract, Transform and Load) operations. During Data preprocessing we
performed the following operations: data importing, data querying, data cleaning, data formatting end data exporting. As a
result of data processing, a new dataset on which it can be applied different machine learning technics is generated. Addition-
ally, as the final step we divided the original dataset  into two different datasets: testing and training datasets.

The aim of predictive analytics is to predict what will be happening or is likely to happen in the future by exploring data. It
attempts to accurately predict the future events and discover the reasons. The aim of predictive analytics in this research was
to predict the volume and structure of import and export of food products in the Republic of Serbia. In order to get the answer,
we used different machine learning techniques. Machine learning process consists of the following steps: 1) data preprocess-
ing, 2) model building, 3) model evaluation, 4) model testing, and 5) model deployment. Machine learning is an iterative
process which is repeated until a satisfying performance is achieved.

The first step was to build a model. As we had labeled dataset, we could build only supervised machine learning model. First,
we defined the goal of our model, then selected dependent variables (labels) and relevant attributes, performed necessary
preprocessing of the dataset in order to prepare it to fulfill requirements of the selected algorithm. The next step was model
tuning where we set hyperparameters that are specific for each type of the machine learning algorithm. The next phase was
model training where we applied selected machine learning algorithm on the training dataset in order to obtain model param-
eters.

Since our dataset labels (Net weight [kg] and Amount [EUR]) are numeric continuous, we have chosen machine learning
models based on the most popular regression algorithms: Linear Regression, k-Nearest Neighbors, Decision Tree, Support
Vector Machine for Regression and Neural Network. Machine learning model results from learning algorithm applied on a
training dataset.

We performed model evaluation using 10-fold crossvalidation. To predict the performance of a model on a new dataset, we
need to assess its performance measures on a dataset that played no part in model formation. This independent dataset is called
the test dataset. We assume that both the training data and the test dataset are representative samples of the underlying prob-
lem. Comparing test vs. training performance allows us to avoid overfitting. If the model performs very well on the training
data but poorly on the test data, then it is overfit. The success of numeric prediction was evaluated using various performance
metrics, as they are: mean-squared error - Eq. (1), mean-absolute error - Eq. (2), root mean-squared error - Eq. (3), relative-
squared error - Eq. (4), root relative-squared error - Eq. (5), relative-absolute error - Eq. (6) and correlation coefficient - Eq.
(7). The total number of test instances is n; the predicted values on the test instances are p1, p2, …, pn; the actual values are a1,
a2, …, an; p and a are the average values of the predicted/actual values.
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We selected the best model comparing different criteria, such as performance (examining if the model has the best perfor-
mance on the test dataset), robustness (if the model performs well across various performance metrics), consistency (if the
model has one of the best cross-validated scores from the training dataset) and win condition (if it solves the original
business problem).

4. Results

Previously described methodology is applied on the dataset of foreign trade of food products in the Republic of Serbia for
the period from 2015 till 2017. For predictive analytics we used an open source data mining software called Weka 3.8.3.
Weka is a collection of machine learning algorithms used in data mining. It contains tools for data preparation, classifica-
tion, regression, clustering, association rules mining, and visualization.

The available dataset consisted of 772517 instances, each having the following attributes: IE (Import/Export),
ClearanceProcedure, RegistrationNumber, VATIN, CompanyName, CountryOfBuyer/Seller, CountryOfImport,
CountryOfExport, CustomsTariff, CustomsTariffName, Year, Month, Quarter, TradeName, UnitOfMeasure, Quantity,
NetWeightKG, and AmountEUR. Data preprocessing consisted of cleansing the dataset from the incomplete records, elimi-
nating attributes that were uniquely dependent on the other attributes (such as VATIN, CompanyName, CustomsTariffName)
and creating different SQL (Structured Query Language) on the dataset. Some of the queries performed only records group-
ing in different ways such as: Import/Export by Year and ClearanceProcedure, Import/Export by Year, Month and
CountryOfImport/Export, Import/Export by Year, Month, RegistrationNumber and CountryOfImport/Export, Import/Export
by Year, Month, RegistrationNumber, CountryOfImport/Export and CustomsTariff, etc. The second group of queries records
were selected by different criteria, such as: Clearance Procedure, CountryOfImport/Export, Registration Number, Customs
Tariff, while the third group of queries grouping and selecting of records were performed. The results of these three catego-
ries of queries represent different datasets on which different machine learning models were built. Each of the obtained
datasets were divided on the training and test dataset. Records related to the years 2015 and 2016 were used for creating
training dataset, while records belonging to the year 2017 were used to make test dataset. SQL queries were created and
training and test datasets were generated using MS Access 2016.

The following attributes were selected as labels (attributes which values will be predicted): Net weight [kg] and Amount
[EUR]. On different datasets different machine learning models were created based on the application of the following
algorithms: Linear Regression, Multilayer Perceptron (Neural Network), SMOreg (Support Vector Machine for Regres-
sion), IBk (k-Nearest Neighbors), M5P, Random Forest, Random Tree and REPTree.

Example: Training dataset: “COCA-COLA HELLENIC BOTTLING COMPANY-SERBIA” Export of Water to Montenegro
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 by Year and Month and Custom Tariff - NetWeightT 2015-2016, for custom tariffs: 2201101100 and 2202100000; number
of instances: 175; attributes: Month, CountryOfExport, CustomsTariff, SumOfNetWeightKG; Test mode: 10-fold cross-
validation.

The performance of the first four different machine learning models created by using four different algorithms on this
training dataset are shown in Table 1.

Table 1. Performance Measures For The First Group of Prediction Models

Machine learning algorithm

Correlation coefficient

Mean absolute error

Root mean squared error

Relative absolute error [%]

Root relative squared error [%]

Linear
Regression

0.7265

1050.97

1425.92

71.25

68.56

Multilayer
Perceptron

0.9477

404.73

690.34

27.44

33.19

SMOreg

0.6777

950.78

1609.56

64.45

77.39

IBk

0.972

231.16

489.84

15.67

23.55

The performance of the second four machine learning models created on the same training dataset are shown in Table 2.

According to the results of the models shown in Tables 1 and 2, the model that has the best performance was based on IBk (k-
Nearest Neighbors) algorithm. Considering all performance measures this model shows the best performance. The second
place  share two models with very similar performances: the first is based on Random Forest and the second one on the
Random Tree algorithm. The Fig. 1 shows relationships between actual values for the year of 2017 from test dataset, and the
values predicted using the machine learning models that are selected as the best ones (IBk and Random Forest).

Table 2. Performance Measures for the Second Group of Prediction Models

Algorithm

Correlation coefficient

Mean absolute error

Root mean squared error

Relative absolute error [%]

Root relative squared error [%]

M5P

0.9265

448.98

791.97

30.44

38.08

Random Forest

0.9691

256.98

514.14

17.42

24.72

Random Tree

0.9691

248.62

516.88

16.85

24.85

REPTree

0.9585

321.73

592.76

21.81

28.50

5. Conclusion

The most important conclusion of this research is that food foreign trade dataset can be used to build supervised machine
learning models that can perform satisfying results in predicting of volume and the structure of import and export of the food
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Figure 1. Actual and predicted “Coca-Cola Hellenic Bottling Company-Serbia” export of water to Montenegro by month
and custom tariff – net weight [t]

products in the Republic of Serbia. Models that have shown the best performances were based on k-Nearest Neighbors,
Random Forest and Random Tree algorithms. This means that the independence of the attributes of the observed dataset is
better described by nonlinear machine learning algorithms and ensemble machine learning algorithms than by linear machine
learning algorithms.
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