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ABSTRACT: In this review, we have analysed and critically evaluated the inductive reasoning models. In the inductive
reasoning, we draw conclusions which are not logically valid. In general, it is applied  to make likely but not certain
predictions about how people will behave in new environments. We in this paper, discussed and described the computa-
tional models and the basics of inductive reasoning. We have discussed how to implement and present how the models
work, and give their positive and negative sides.
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1. Introduction

The practical problem of induction goes from childhood and does not disappear with adolescence. Adults face it every day
whenever they make any attempt to predict an uncertain outcome. Inductive inference is a fundamental part of everyday life,
and for cognitive scientists, a fundamental phenomenon of human learning and reasoning in need of computational explana-
tion. Inductive reasoning is potentially an extremely large topic, especially because it is often defined as reasoning about
problems that do not involve perfectly certain conclusions [1]. The class of problems that have perfectly certain conclusions
is much more circumscribed, for example, it could be defined in terms of a set of logical rules about what conclusions must
follow from a given set of premises. In comparison, the set of problems for which inductive reasoning applies is potentially
“everything else,” and that is indeed a large and varied set.

The paper is organized as follows. In section 2 we will get to know the basic effects of data in human inductive reasoning. We
will present the Similarity Effects, Typicality Effects and Diversity Effects. The computational models of human inductive
reasoning, based on these effects, will be presented in section 3. Here we will compare some of the computational models,
and give references for modifications of some of the basic models.
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2. Basic Effects of Data in Human Inductive Reasoning

2.1. Similarity Effects
The idea that similarity should guide inductive reasoning has a distinguished history. Some scientists argued that “what happens
once, will, under a sufficient degree of similarity of circumstances, happen again.” For example [1] if you want to buy a CD for
your friend, if you know that she likes 1960s albums by Rolling Stones and does not like Celine Dion, the most promising
strategy is no doubt to buy her a CD by a similar 1960s band rather than by someone else who sings like Celine Dion. Some
research has contributed to the study of induction by describing structural relations between similarity and induction in a
detailed mathematical form .What is crucial about these studies is the assumption that inductive reasoning can be accounted
for in terms of a single measure of similarity [2]. Although these studies were successful at modeling induction by using just
one kind of similarity, they did not attempt to describe reasoning about more than one kind of property. In the next section we
will present a mathematical model that successfully derives its predictions from similarity measures obtained from other
subjects, again pointing to the role of overall similarity in inductive reasoning.

2.2. Typicality Effects
This phenomenon is closely tied to categorization research, in particular the idea that not all category members are equal, but
instead some are more prototypical than others [1]. Returning to the buying a CD problem, if your friend likes albums by
Rolling Stones, a prototypical 1960s guitar-based rock band, there would seem to be a lot of similar 1960s bands to choose
from. On the other hand, if you know that she likes albums by Moody Blues, a much less typical 1960s band that recorded with
a symphony orchestra, it would seem harder to choose another 1960s band that she would like – she might only like rock bands
that use classical music. There was an additional effect of typicality beyond what might be predicted based only on similarity.
Intuitively, if a typical mammal, such as a horse, has a disease, then perhaps all mammals have it, that is, the property applies to
the super-ordinate category. On the other hand, if mice have a disease, it might be restricted to a subcategory of mammals,
such as rodents. In sum, the typicality effect is another robust phenomenon that must be addressed by the models of inductive
reasoning.

2.3. Diversity Effects
The diversity effect is somewhat more elusive than similarity or typicality, but it, too, has a distinguished history. The diversity
effect is also well illustrated in the example of buying a CD. If your friend actually likes both Rolling Stones and Celine Dion,
then you might infer that she has broad tastes in music, and it would be safe to buy her one of many styles of music. On the
other hand, if you know she likes Rolling Stones and The Who, another guitar-based 1960s band, you might infer that her
musical tastes are fairly narrow after all, and you should not stray too far from similar bands.

3. Computational Models

3.1. Similarity-coverage Model
The similarity-coverage model (SCM) presented in [3] is perhaps the best known mathematical model of property induction.
It predicts the strength of inductive arguments as a linear combination of two factors, the similarity of the conclusion to the
premises and the extent to which the premises “cover” the smallest super-ordinate taxonomic category including both the
premises and the conclusion [4]. For single-premise arguments, coverage more or less reduces to typicality, but for multiple-
premise arguments, coverage gives something closer to a measure of diversity. Coverage is most easily explained with ex-
amples:

Mice have property X.
————————————
All mammals have property X.

Horses have property X.
———————————————
All mammals have property X.

(2)

(1)

Hippos have property X. (3)
Rhinos have property X.
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—————————————————
All mammals have property X.

For arguments (1) and (2), the lowest level super-ordinate that includes all the categories is mammal. Coverage is assessed
in terms of the average similarity of the premise category to the members of the super-ordinate. To the extent that horses are
more typical mammals than mice and therefore more similar to other kinds of mammals, argument (2) will have greater
coverage than argument (1). This is how the model addresses typicality effects. When assessing similarity between members
of the super-ordinate category and the multiple premises, only the maximum similarity for any one premise category is
considered. So for argument (3), very large mammals tend to be similar to both hippos and rhinos, and small mammals tend
not to be similar to hippos and rhinos. So including rhinos as a premise category does not add much information beyond just
having hippos as a premise category alone. The model in [3] can be written out more formally, as shown in Eq. 1:

Strength = αSIM(p1,..., pn; C) + (1 − α) (4)

xSIM(p1,..., pn; [p1,..., pn; C])

Here, α refers to the relative influence of the similarity component (ranging from 0 to 1) and (1-a) is the influence of the
coverage component. This equation applies when there are n premise categories P and one conclusion category C. When the
premise and conclusion categories are all at the same taxonomic level (e.g. robins, blue-jays; sparrows), then SIM returns the
maximum of the pairwise similarities between each Pi and C. When the conclusion category is at a higher taxonomic level than
the premise categories then SIM is applied recursively to known c that are members of C and averaged over these c. Generally
speaking, this model addresses a wide variety of structural phenomena in inductive reasoning and is particularly impressive in
how it puts together information from multiple premises, because of the powerful combination of similarity and coverage
components. Although the model does incorporate some information about categories and similarity, it does not address
background knowledge effects, such as the differential use of similarity and properties in [2], exceptions to diversity in [5], or,
more generally, any use of causal knowledge or causal reasoning. Some new research, described in [16], uses this model.

3.2. Feature-based Model
The feature-based model in [6] computes inductive strength as a normalized measure of feature overlap between the conclu-
sion and the example categories. The author in [6] presents a quantitative comparison with the SCM: the results are not
conclusive, but suggest that the model does not predict human judgments as accurately as the SCM. The model, however,
predicts some qualitative phenomena that the SCM can not explain. More recently, authors in [7] have presented a feature-
based approach to semantic cognition that uses a feed forward connectionist network with two hidden layers. This connectionist
approach is more ambitious than any of the others we describe, and the authors apply their model to a diverse set of semantic
phenomena. One of the applications is a property induction task where the model makes sensible qualitative predictions, but
there has been no demonstration so far that the model provides good quantitative fits to human judgments. From our perspec-
tive, both feature-based models share the limitations of the SCM. Despite the range of applications in [7], it is not clear how
either model can be extended to handle causal settings or other inductive contexts that draw on sophisticated domain knowl-
edge. The models also include components that have been given no convincing justification. The model in [6] uses mathemati-
cal measure of feature overlap, but it is not clear why this should be the right measure to use. The authors in [7] provide no
principled explanation for the architecture of their network or their strategy for computing the strength of inductive argu-
ments, and their model appears to rely on several free parameters. The model relies on similarity effects since training and
testing using similar input vectors will lead to strong outputs during testing. Input vectors and outputs are connected with an
activation function witch is described in [1] as follows:

In this function n is a set of given premise categories p with a conclusion category C. W represents a vector corresponding to
the already-trained weights in the network after the premise categories have been learned. C is a vector corresponding to the
future representation of the conclusion category. The dot product between W and C is computed, yielding a value corre-
sponding to the similarity between the premise categories and the conclusion category. For example [1] donkeys and mules
would have many features in common, and there would be a fairly high, positive dot product between the two vectors.

(5)
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On the other hand, donkeys and ostriches would have fewer features in common and would give a lower dot product, perhaps
close to zero. Finally, the activation is scaled in the denominator, by the squared length of the vector C, essentially a measure
of the number of known features of C. If C corresponds to a well-known category, such as dogs, it will be relatively difficult to
draw a new conclusion. If C corresponds to a poorly known category, such as ocelots, it will be easier to draw new conclusions
about the category. The model described in [6], like the model described in [3], can account for many structural phenomena in
inductive reasoning, but it does not address background knowledge effects and does not use knowledge about properties,
which guides towards the use of similarity or information about causality.

3.3. Bayesian model
According to the Bayesian model described in [1,8], evaluating an inductive argument is conceived of as learning about a
property, in particular, learning for which categories the property is true or false. The Bayesian model treats the premise or
premises in an inductive argument as evidence, which is used to revise beliefs about the prior hypotheses according to Bayes’
theorem. Once these beliefs have been revised, then the plausibility of the conclusion is estimated. The Bayes’ theorem is
shown in Eq. 3.

In applying Bayes’ theorem in Eq. 3, the premise is treated as the data, D. The prior degree of belief in each hypothesis is
indicated by P(Hi). The task is to estimate P(Hi | D), that is, the posterior degree of belief in each hypothesis given the data. The
Bayesian model addresses many of the key phenomena in inductive reasoning. For example, the model predicts the similarity
effect because novel properties would be assumed to follow the same distributions as familiar properties. The Bayesian model
also addresses typicality effects under the assumption that according to prior beliefs, atypical categories would have a number
of idiosyncratic features. In comparison, prior beliefs about typical categories would indicate that they have many features in
common with other categories. The Bayesian model, unlike the previous, also addresses diversity effects with a rationale
similar to that for typicality effects. This is good because if we take for example an argument with two similar premise
categories, such as hippos and rhinos, this could bring a lot of idiosyncratic properties that are true just for large mammals. In
a same way a novel property of hippos and rhinos might seem idiosyncratic as well. In contrast, an argument with two diverse
premise categories, such as hippos and hamsters, could not bring to mind familiar idiosyncratic properties that are true of just
these two animals. Instead, the prior hypotheses would be derived from known properties that are true for all mammals or all
animals. In other way some of the authors in [8] showed that the Bayesian model addresses about the same range of structural
phenomena in inductive reasoning as the similarity-coverage model and the feature-based model. A modification of the Baye-
sian model is given in [4]. The framework in [4] adopts a Bayesian approach similar to [8], but emphasizes the importance of
modeling the form and the origins of appropriate priors. This framework includes two components: a Bayesian engine for
inductive inference, and a language for specifying relevant aspects of domain theories and using those theories to generate
prior probability distributions for the Bayesian inference engine. The Bayesian engine reflects domain-general norms of
rational statistical inference and remains the same regardless of the inductive context. Different domain theories may be
appropriate in different inductive contexts, but they can often be formalized as instances of a single unifying scheme: a
probabilistic process, such as diffusion, drift or transmission, defined over a structured representation of the relevant rela-
tions between categories, such as taxonomic or ecological relations. More about this framework can be found in [4].

3.4. Models based on Support Vector Machine
These models deal with one kind of inductive reasoning argument such as:  The person likes wine.  The person doesn’t like
beer.

The person likes wine.
The person doesn’t like beer.
———————————————————

The person likes champagne.

In this type of argument, its strength depends mainly on the entities in each sentence since these sentences share the same
basic predicate. The study in [9] examines the impact of risk contexts on inductive reasoning. The previous models discussed
the context-dependency of inductive reasoning argument and they have only addressed the issue with identical entity sets and

(6)
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by changing the predicate. They claim that the information required for similarity computation differs for different predicates,
that is, different semantic contexts. This model however, reports that identical arguments are rated differently in different
situational contexts. Findings from this model indicate that people modify the same similarity information necessary to rate
argument strengths according to the given situational context, which results in different ratings. Inductive reasoning in risk
contexts is best explained by a category-based model based on a Support Vector Machine (SVM) which adjusts the similarities
for positive premise entities, negative premise entities, and conclusion entities. The processes of inductive reasoning ad-
dressed in this study are assumed to involve a kind of similarity-based temporal categorization that utilizes stable semantic
knowledge. For example, the temporal category that “Mr. A likes” can be formed from positive and negative premise entities
(e. g. “Mr. A likes steak”, “Mr. A doesn’t like Japanese noodle” → “steak” and “Japanese noodle”) and applied in making
estimations about the likelihood of the conclusions (e. g., “Mr. A likes pork → highly likely) based on the similarity of “pork”
with “steak” and the dissimilarity with “Japanese noodle”. This model is based on three assumptions [10]: internal representa-
tion assumptions, retrieval assumptions, and response selection assumptions. The internal representation assumption explains
the way in which the stimuli and the contrasting categories are represented. The entities of premises and conclusions are
assumed to be prototypes in a knowledge space. The retrieval assumption provides a description of the information that must
be collected before a response can be made. In this model the similarities between the premise and conclusion entities are
described by a nonlinear function of simple Euclidean distances. Kernel functions are assumed to be the nonlinear similarity
functions between the premise and the conclusion entities. Thus, these proposed models show that people can temporally
discriminate natural language concepts within a complex semantic structure according to various combinations of positive and
negative premise entities. More about this can be found in [11]. The response selection assumption provides a description
about how people select a response after all the relevant information has been collected. In this model, participants’ responses
are assumed to be influenced by the desire to optimize response utility, that is, to choose a response that might not lead to
score decreases. Since score decreases might cause the low evaluation of the participants’ ability, people try to avoid such a
score decreasing risk by adjusting the relevant information collected for the task response. The response decision is assumed
to be based on similarity estimations which are themselves biased by “situational” contexts that lead to the participant’s risk
aversion strategies. Two kinds of models based on SVM are proposed in [9,12]. The first model processes feature-based
representations, while the other processes category-based representations. The likelihood of a conclusion including entity is
represented by the following discrimination function constructed from an SVM, based on Gaussian kernel functions:

Depending on which model is used, dj+ and dj- have different representations. In feature-based version of models these param-
eters are functions for word distance based on the feature words [13, 14]. These words are denoted with Ak. In the category-
based version of models these are word-distance functions based on the latent classes (Ck). In these models the mechanism
underlying the risk context effects in inductive reasoning is explained by similarity adjustment based on risk aversion strate-
gies toward social evaluation context. SVM was also used in [15], where we can find an extended use of the induction models
based on SVM.

4. Conclusion

In this paper we gave a review of the basic models of inductive reasoning. The effects of data in human inductive reasoning,
presented in the paper, present a key element of all the models of inductive reasoning. These effects connect the psychology
of human reasoning and the computational models for inductive reasoning. All models in this paper are based on some effect
or on multiple effects, and that was the reason we included exactly those models. Some of the models present a basis for more
complex research in this field, and may be used like a good start for gaining new, upgraded models. In that sense a possible
continuation of this work might be a computer implementation of some of the considered models of inductive reasoning.

References

[1] Sun, R. (2008). The Cambridge Handbook of Computational Psychology, Cambridge University Press, New York.

(7)

(8)

(9)



Journal of Information Organization  Volume   11   Number   2    June   202140

[2] Weber, M., Osherson, D. (2014). Category-based induction from similarity of neural activation, Cognitive, Affective, &
Behavioral Neuroscience, 14 (1) 24-36.

[3] Holyoak, K., Seung Lee, H., Lu, H. (2010). Analogical and Category-Based Inference: A Theoretical Integration With
Bayesian Causal Models, Journal of Experimental Psychology: General, 139 (4) 702–727.

[4] Tenenbaum, J., Kemp, C., Shafto, P. Theory-based Bayesian models of inductive reasoning, Massachusetts Institute of
Technology.

[5] Medin, L., Coley, D., Storms, G., Hayes, K. (2003). A relevance theory of induction, Psychonomic Bulletin & Review, 10,
517–532.

[6] Griffiths, O., Hayes, B., Newell, B. (2012). Feature-based versus category-based induction with uncertain Categories,
Journal of Experimental Psychology, 38 (3), 576.

[7] Rogers, T., McClelland, L. (2004). Semantic cognition: A parallel distributed processing approach, Cambridge, MA:MIT
Press.

[8] Tenenbaum, J., Griffiths, T., Kemp, C. (2006). Theory-based Bayesian models of inductive learning and reasoning, TRENDS
in Cognitive Sciences, 10 (7) 309-318.

[9] Sakamoto, K., Nakagawa, M. (2007). Risk Context Effects in Inductive Reasoning: An Experimental and Computational
Modeling Study, Tokyo Institute of Technology, 2-21-1 Ookayama, Meguroku, Tokyo, Japan, p. 425-438.

[10] Ashby, G., Maddox, T. (1993). Relations between prototype, exemplar, and decision bound models of categorization,
Journal of Mathematical Psychology, 37, 372–400.

[11] Sakamoto, K., Nakagawa, M. (2006). The Effects of negative premise on Inductive reasoning: A psychological experiment
and computational modeling study, In: Proceedings of the Twenty-Eighth Annual Conference of the Cognitive Science Soci-
ety, p. 2081–2086.

[12] Hayes, B., Fritz, K., Heit, E. (2013). The relationship between memory and inductive reasoning: Does it develop?, Devel-
opmental Psychology, 49 (5) 848-860.

[13] Ifenthaler, D., Seel, N. (2013). Model-based reasoning, Computers & Education an International Journal, Volume 64,
131–142, (May).

[14] Hayes, B., Heit, E. (2013). How similar are recognition memory and inductive reasoning?, Memory & Cognition, Volume
41 (5), p 781-795, 2013.

[15] Bharadwaj, A., Minz, S. (2014). Inductive-Analytical Learning based Stepwise Support Vector Machine (SVM) Model,
International Journal of Soft Computing and Engineering (IJSCE), 4, Issue-ICCIN-2K14, 2014.

[16] Heussen, D., Voorspoels, W., Storms, G. (2010). Can similarity-based models of induction handle negative evidence?,
Cognitive Science Society, p. 2033—2038.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


