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ABSTRACT: In this paper, we present a comparative study of the object detection accuracy and speed of various state-of-the-
art models for the road scene context. Commensurate with the model training method, the algorithms can be divided into two
types: one-stage models and two-stage models. We focused on the road context in order to detect all occurrences of objects in
the road such as, car, person, traffic signs, etc. Accordingly, we find that one-stage detectors are stronger in terms of
prediction speed, while two-stage models are stronger in terms of accuracy. To train deep neural networks with platform GPU
type on a large amount of image data that required time, Because the computational cost of computer vision is very high, so
we are focused to transfer learning technique, where a model trained on one task is reused on another related task, gives
better results.
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1. Introduction

During the last recent years, ADAS systems come for reducing road accidents, so there are various systems have already been
deployed in high-end vehicles. Therefore, the challenge is to detect all object principal in road with better precision and lower
cost by using the new Deep Learning architectures. The image analyst is in charge of extracting information from the volume of
data collected by the embedded cameras in the vehicle. So deep learning models, more specifically convolutional neural
networks (CNN), are increasingly being used as the core enabling technology for detecting and classifying objects from within
the images. In this paper, we compare the detection accuracy and speed measurements of various models by using the transfer
learning.

2. Related Work

Object detection plays a very important role in computer vision, namely that it has a distinctly big challenge in detecting,
locating and estimating the class. More and more the object detection process has evolved in a very practical and efficient way
through the application of convolutional neural networks (CNN). We have focused on studying and analyzing these object
detection algorithms and their application to the road context in order to detect cars, pedestrians and traffic signs that are the
objects of interest via the vehicle's front camera[1].
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Several researchers have designed and developed robust object detection algorithms thanks to advances in technology and the
availability of very powerful graphics processing units (GPUs), these algorithms can be divided in two categories: one-stage
and two-stage detectors. For the two-stage models that detect firstly regions of the images where the object might be present
and then apply a classifier to these regions, while one-stage models provide an estimate of the position and classes in one step.

Scientists, researchers and experts have proposed and developed object detectors. Therefore, we have a review for both types
of these algorithms.

2.1. The Convolutional Neural Networks
The methods of detecting objects on the road have been studied for several years. While the object detection mechanism has
evolved by applying convolutional neural network while improving performance. Therefore, the key point for all detection
algorithms is the CNN structure which is based on four large parts : The 1st is the input part, followed by the feature extraction
part which constitutes various layers of convolution and pooling, the 3rd part is dedicated to the classification based on Fully
connected layers then the last layer is the output layer [2].

2.2. The Two-stage Object Detection Models
• R-CNN: In 2014, Ross Girshick proposed the R-CNN algorithm, which is the first real target detection model based on
convolutional neural networks specifically on Selective region. R-CNN [3] achieves a mean average precision (mAP) of 53.3% on
PASCAL COV [3]. Convolutional neural networks based on the selective search for regions of objects and then classification are
performed. Compared with the traditional detection method, the accuracy of R-CNN [4] does improve a lot, but the amount of
calculation is very large, and the efficiency of the calculation is too low. Secondly, direct scaling of the region proposal to a fixed-
length feature vector may cause object distortion, which leads to an extremely slow detection speed which is 14 s per image with
GPU [5].

• SPPNet: In 2015, K. He et al proposed the Spatial Pyramid Pooling (SPP) model which solves the problems of fixed input size
image in R-CNN and low detection efficiency, The Spp-Net algorithm [3], extracts at the same time the features of the regions
proposal of the input image which has passed through the convolution layer and doing all the convolution calculations, then
after the last convolutional layer the addition of the FC layer which will be given the feature vector of fixed size. This algorithm
is 20 times more efficient and faster than the R-CNN. SPP-net achieved an average mean precision (mAP) of 59.2% on the COV-
2007 [6].

• Fast R-CNN: In 2015, R. Girshick et al [3] proposed the Fast R-CNN model which is an improvement of SPPNet [6] and R-CNN.
Compared to the previous models, Fast R-CNN has made changes, it replaced the SVM of the classification with the softmax
function, then the change of the last pooling layer in the convolutional by the layer of the region of interest pooling(RoI). In
order to transform the feature from the ready box into a feature map with with fixed size for access the full connection layer.
Finally, the replacement of the last classification layer by two parallel FC layers. However, Fast R CNN achieves 70.0% mAP
accuracy in VOC2007 and VOC2012 [3].

• Faster R-CNN: In 2016, S. Ren et al proposed a new method for object detection, so Faster R-CNN [4] introduced a layer called
RPN (Network Proposal Region) instead of using selective search, this new model is divided in two parts, one of which is an
entire CNN block used to generate RPN and the other is the Fast R-CNN algorithm. However, there is a sharing of layers between
these two phases. This algorithm achieves a mAP greater than 70% on VOC2007 and VOC2012 [7].

• Mask R-CNN: In 2017, K. He et al. Developed the Mask R-CNN model, which works for the detection of bounding boxes, and
It produces three outputs which are an object mask, a bounding box coordinates and a class label. So Mask R-CNN generates
a segmentation mask and simultaneously detects objects more efficiently in the input image or video. Also to get the best results
in terms of accuracy and speed, Mask R-CNN uses ResNet-FPN [6] as the base model for feature extraction despite a computa-
tional overhead problem and attains a speed of nearly 5 Fps.

2.3. The one-stage object detection models
• YOLO: In 2015, R. Joseph and al. developed a framework dedicated to detection called YOLO [6] and which supports real-time
predictions. The basic idea of YOLO is totally different compared to other algorithms. YOLO applies a single CNN to the entire
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image, the latter is divided into regions, and for each region it predicts bounding boxes and class probabilities. Therefore, the
confidence score is defined by the product of the detection probability and the value of IoU. Consequently, YOLO is extremely
fast and achieves more than 53% of mAP on the VOC dataset, Finally the improved versions (YOLOv2, YOLOv3, YOLOv4) work
at 45 fps. YOLO has great difficulty in processing small objects in groups, which is imposed by the spatial constraints (predic-
tions, the bounding box) [5].

• SSD: In 2016, Liu et al proposed the SSD (Single Shot MultiBox Detector) model [3]. This algorithm uses the idea of regression
like YOLO and is inspired by the concept of the anchor box to improve the effect of multi-scale object detection. The network
merges the predictions of several feature maps with different resolutions for managing the different sizes of objects. VGG16 is
the backbone of the SSD architecture with the replacement of the last two FC layers by convolution layers [6] . The SSD achieves
76.8% mAP on the VOC dataset and at 63 FPS on Nvidia Quadro RTX 8000. However, the main difference between SSD and the
other older detectors is that SSD execute detection tests just on the deeper layers while the older algorithm execute detection
test on different layers [8].

• RetinaNet: In 2017, Lin et al. implemented another one-stage model called RetinaNet [7], the introduction of this model comes
to overcome the problem of the SSD algorithm which creates a class imbalance as suddenly the object classes present in these
locations are not detected. RetinaNet uses a new loss function called Focal Loss to remove the gradients of negative samples
instead of rejecting them. This function achieves an accuracy of 59.1% mAP on the MSCOCO dataset.

2.4. Kitti Dataset
To train the SSD-MobileNet algorithm a labeled data set is required. There are many road context datasets available online that
can be used for training and testing, such as the COCO dataset [9], Pascal VOC [10], Cityscapes [11], Berkeley DeepDrive [12]
and the 'google open image dataset [13].

However, Kitti's dataset [14] which consists of 7,481 training images with seven classes labeled: cars, vans, streetcars, trucks,
pedestrians, seated people, and cyclists.

3. Results and Discussion

In this section, we worked with Transfer Learning [15] which consists of using the knowledge acquired during a task before
solving and improving the learning of a new task. Therefore, the Transfer Learning is used to remove the fully connected layers
from the pre-trained model and just keep the convolution blocks and add a new fully connected layer, namely just the upper layer
parameters that are being trained[16].

To train the SSD-MobileNet [17] model on the KITTI dataset [18], we follow the steps below:

Figure 1. The steps for detecting objects using SSD MobileNet
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After download the KITTI dataset, we move 20% of the images to the test directory, and 80% to the train directory. Then we
labeled manually the desired objects in every picture, and by the use of the Nvidia Quadro RTX 8000 [19] graphics card and the
Machine Learning Library particularly Tensorflow [20], we have trained the object detection model, the inference of the model
on an image us follow:

Figure 2. SSD MobileNet Inference Result

As it is seen in Figure 2, the model names the objects and indicates the probability that this object is correctly detected and
recognized.

4. Conclusion

In recent years, object detection based on deep learning has received a great deal of attention. It is very difficult to have a fair
comparison between the different object detectors. Because there is no direct answer to the question of which is the best model
for road scene applications, we make choices to balance accuracy and speed. This article provides a summary of object
detection models as well as a detection experiment in the road environment using SSD-MobileNet on the KITTI dataset based
on a GPU platform. We have achieved better performance, but the notion of real time is even further. Finally, we point out that
this area of research is still active and it opens the door to several future directions.
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