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ABSTRACT: “What the others think?” is an essential

question for individuals, companies, and governments.

All need to know the public opinions to make their deci-

sions wisely. In the last decade, sentiment analysis and

opinion mining have become one of the growing research

areas. This paper presents the current state of sentiment

analysis and opinion mining research. In particular, re-

searches those deals with the Arabic language. We tried

to cover the techniques and methods in sentiment analy-

sis and the challenges in the field. We described the

leading methods and approaches that have been intro-

duced in the literature for Arabic Sentiment analysis and

opinion mining. The main contributions of this paper in-

clude the sophisticated categorizations of a large num-

ber of recent articles about Arabic Sentiment analysis.

These articles are categorized according to their contri-

butions in the various sentiment analysis techniques.
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1. Introduction

With the emergence of Web 2.0, social networking sites

have taken a large part of the everyday life of people around

the world, which led them to create a large mass of im-

portant information that is useful for individuals, busi-

nesses, and governments because everyone needs to

know the opinion of others about anything. Individuals want

to know which product to buy, so they read reviews to

help make their decisions. Companies want to understand

how customers feel about their products. Governments

want to know public opinions about their existing or pro-

posed policies.
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According to the Financial Times report [1], the most criti-

cal factor that drove Donald Trump to win in the presiden-

tial election was the use of the Internet, social networks,

and information about voters to attract them. Information

about the voters, compiled by an IT company, includes

their psychological characteristics and political tenden-

cies that contributed to dealing with voters properly. The

company’s analysts said that they had detailed informa-

tion on the identities of each of the 220 million Ameri-

cans, collected through the Internet, primarily through

social networks. Therefore, one can recognize the impor-

tance of sentiment analysis.

Sentiment analysis is a method of capturing people’s

sentiment (feeling or opinion) towards a specific topic [2].

This field may be considered part of natural language pro-

cessing, machine learning, and computational linguistics.

In other words, it usually tries to evaluate and extract

people’s sentiment from their writing. SA has many names

in literature, including subjectivity analysis, opinion min-

ing, review mining, and appraisal extraction  [2]. Recently,

sentiment analysis applications have spread to almost

every possible domain, from consumer products, health

care, tourism, hospitality, and financial services to social

events and political elections. [3]

The main goal of sentiment analysis is to recognize the

sentiments toward people’s topics. Therefore, Sentiment

analysis is commonly seen as a sub-area of Natural Lan-

guage Processing that led to the immense challenge of

natural language understanding by machines, especially

when we talk about the Arabic language with its morpho-

logical complexities and dialectal varieties that require

advanced pre-processing and lexicon-building steps. [4]

This paper discusses sentiment analysis problems and

related work in general and especially for Arabic senti-

ment analysis articles. In addition, we provide sophisti-

cated categorization of many recent articles that deal with

Arabic sentiment according to the used techniques. In

section 2, we introduce the SA problem.

Section 3 overviews the SA process and related tech-

niques. Section 4 includes SA Literature Review in gen-

eral. Arabic SA and its corresponding articles are sur-

veyed in Section 5, and we focused on concept-level and

deep learning approaches in sections 6, 7 respectively.

Section 8 introduces, in brief, a multi-modal sentiment

analysis. In section 9, the results and discussions, and

finally, the conclusion and future works are presented in

section 10.

2. Sentiment Analysis Problem

In general, any text can be categorized into two types:

Fact or Opinion. Facts are objective expressions about

entities. Opinions are subjective expressions that describe

people’s sentiments or feelings toward entities. Opinion

on an entity is a positive or negative view from an opinion

holder who is the person or organization that expresses

the opinion. Opinions can be expressed in the object,

which is an entity that can be a product, person, event,

organization, or topic [5]. The thing may be having a set

of attributes or aspects. The item or its elements (fea-

tures) are called opinion targets because the opinion can

be expressed on the entity in general (called general opin-

ion) or on the specific feature (called specific opinion).

Opinion orientation is also known as sentiment orienta-

tion, the polarity of opinion, or semantic orientation. It can

be positive, negative, or neutral (no opinion). [6]

Sentiment Analysis can be considered as a classification

process, in classic topic-based classification documents

classified into predefined topic classes, so topic-related

words are needed. Still, in sentiment classification, we

need opinion words that indicate positive or negative opin-

ions, for example, great, excellent, unique, horrible, bad,

worst, etc.

There are three levels in sentiment analysis: [5]

(1) Document-level classifies an opinion document into

positive or negative. Researchers assume the document

is opinioned and talks about product reviews. In [7], the

document’s Pre-processing is explored on the dataset.

Secondly, Naive Bayes and Support Vector Machines

(SVMs) are applied with TF-IDF and BTO (Binary-Term

Occurrence). Thirdly, the proposed model for sentiment

analysis is expanded.

(2) Sentence level determines whether each sentence

expresses a positive, negative, or neutral opinion. At first,

in this level, we have to know if the sentence is opinioned

or not (Subjective Classification). We can determine if the

sentence expresses a positive or negative opinion. Sub-

jective classification classifies sentences into subjective

and objective classes [8]. An actual sentence presents

factual information about the world, while an emotional

sentence expresses personal feelings or beliefs. A sub-

jective sentence can express no opinion; researchers

assumed that the subjective sentence is an opinionated

sentence and the objective sentence is not a little sen-

tence. However, an objective sentence can express an

opinion. An opinionated Sentence is a sentence that ex-

presses explicit or implicit positive or negative opinions.

In the study [9], the researchers attempt to analyze the

sentiment at the sentence level first and then use results

to analyze the sentiment at the document level. They

compared two different approaches. The first was gener-

alizing the Arabic sentence into a general structure that

contains the actor and the action. The second used se-

mantic and stylistic features. They used the SVM for the

grammatical classifier and obtained an accuracy of 89%.

In comparison, the decision tree was used with the se-

mantic approaches. It achieved an accuracy of 80% when

the semantic orientation of the words extracted and as-

signed manually was used and 62% when the dictionary

was used. The process in the study [10] started by get-

ting the tweets from Twitter. Then, they passed by each



  12            Journal of Digital Information Management  q   Volume   20   Number   1   q   March   2022

the Machine Learning approach, their stemmer improved

1% over the light stemmer. In the Semantic Orientation

approach, their stemmer improved 0.5%.

3.2. Feature selection

The outputs of pre-processing are the extracted text fea-

tures. Feature selection is considered the bottleneck of

the classification process because good features lead to

good results. Sound features are informative, independent,

and simple.

The main goal of the feature selection is to decrease the

dimensionality of the feature space and thus computa-

tional cost. As a second objective, feature selection will

reduce the over-fitting of the learning scheme to the train-

ing data. [18]

Some of the example features are as follows: [5]

· Terms and their frequency: Term frequency defines

the relative frequency in the document.

· Binary term occurrence or presence: term occur-

rence is defined as the binary value. Binary Term Occur-

rence = 1 if the term appears at least once in a docu-

ment, and 0 otherwise. In [19], the term presence shows

improvement compared with the term frequency. [20]

shows that using binary term instead of term frequency

feature does not impact performance.

· TF-IDF: it describes how important a word is for a docu-

ment. It consists of term frequency (TF) and inverted docu-

ment frequency (IDF).

· N-grams: Grams are words that are frequently repeated

in the corpus. These features are individual words

(unigram), two consecutive words (bigrams), and three

successive words (trigrams).

· Parts of speech (POS): Like finding adjectives, as they

are essential indicators of opinions. Using (POS) tagging

system decreases the ambiguity of the word. [21]

· Sentiment Shifters: These are expressions used to

change sentiment orientations. Negation words are the

most critical class of sentiment shifters.

In [20], the authors explored various feature definitions

and selection strategies on three datasets of multiple

sizes. They show that the size of the dataset affects the

performance of some of the techniques, and they present

the cost analysis in terms of space used to store the

dataset and the time it takes to compute it.

Feature Selection methods: Can be divided into lexi-

con-based methods and statistical methods.

Lexicon-based approaches usually begin with a small set

of words (seed). Then they bootstrap this set through syn-

onym detection to obtain a more extensive lexicon. Sta-

tweet and labeled it positive or negative. After that, the

features in each tweet are extracted and represented in a

feature vector. Then, they applied the feature vectors to

the NB and SVM Classifiers to compare the results and

choose the classifier with the highest accuracy.

(3) Aspect level, many applications for end-user need more

fine-grained analysis to know the opinion target for each

opinion in the sentence. It is also called feature-based

opinion mining.

The work’s main contribution in [11] is that three different

configurable N-GRAM methods for feature polarity identi-

fication are proposed. These methods can be configured

with other parameters to obtain the best polarity identifi-

cation approach.

In the study [12], the researchers created a domain on-

tology to take advantage of a domain ontology for provid-

ing more fine-grained sentiment analysis of Twitter posts

regarding the distinct topics of a specific subject dis-

cussed in each tweet.

3. Sentiment Analysis Process

Sentiment analysis generally consists of three main steps:

preprocessing, feature selection, and sentiment classifi-

cation.

3.1. Preprocessing

Opinions are available all over the Internet in blogs, fo-

rums, and social media websites. Still, the challenge for

us as researchers is to aggregate this information and

present it for the next step. Preprocessing is an impor-

tant step, especially for social media text, because it

has a lot of misspellings, duplicate characters, and spe-

cial characters. Pre-processing is usually based on NLP

techniques such as tokenization (splitting the sentences

into words), de-noising (remove special characters, cap-

ture symbols for emotions), normalization (remove dupli-

cate characters, identify root words, etc.), stop-words

removal (clear the stop words and the words which are of

no use to sentiment analysis), stemming (return the word

to its stem or root), lemmatization (convert inflected words

to their root form) [13].

The authors of [14] and [15] investigate the role of text

preprocessing in sentiment analysis.

The paper of [16] investigates the relevance of using the

roots of words as input features into a sentiment analysis

system under two distinct domains (Newswire, Movie

Reviews) for Modern Standard Arabic and Arabic dialects.

They observed that word roots could enhance the senti-

ment analysis task results on a more generic level in-

stead of using a domain-specific approach.

The paper [17] demonstrated the effectiveness of prepro-

cessing on enhancing the sentiment classification of 1000

Arabic tweets (positive or negative) written from Twitter. In
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tistical techniques are fully automatic. The most frequently

used methods are information gain, Gini index, Point-wise

Mutual Information (PMI), Chi-square and Latent Seman-

tic Indexing. [22]

In [23], two new feature selection methods are proposed:

the first is based on the probability of belongings of a term

for a particular class, namely Probability Proportion Dif-

ference (PPD). The second one, the Categorical Prob-

ability Proportion Difference (CPPD) feature selection

method, is proposed based on Probability Proportion Dif-

ference (PPD) and Categorical Proportion Difference

(CPD). The performance of the proposed feature selec-

tion methods is compared with the CPD method and In-

formation Gain (IG). Experimental results show that the

proposed methods improve the classification performance

from the baseline results very efficiently and filter irrel-

evant features.

In [24], different feature selection methods are applied for

sentiment analysis. They observed Minimum Redundancy

Maximum Relevance (mRMR) performs better than Infor-

mation gain (IG). They compared IG and mRMR for senti-

ment analysis with a hybrid feature section based on Rough

Set Theory (RST) and IG and found that the hybrid ap-

proach performs better than IG. Experimental results show

that the Hybrid feature selection method with fewer fea-

tures produces better results than other feature selection

methods.

3.2. Sentiment Classification Techniques

Sentiment Classification techniques can be roughly di-

vided into machine learning, lexicon-based, and hybrid ap-

proaches.

·  The Machine Learning Approach (ML): is typically

a supervised learning approach in which a set of data la-

beled (training data) is used to train the ML classifier.

Then we can use this classifier to predict the class of

unseen or new data called testing data.

There are many kinds of supervised classifiers in litera-

ture, can be divided into:

1) Probabilistic classifiers: Naïve Bayes Classifier (NB),

Bayesian Network, and Maximum Entropy Classifier (ME).

2) Linear classifiers: Support Vector Machines Classifi-

ers (SVM) and Neural Network (NN).

3) Also, there are Decision Tree Classifiers and Rule-based

Classifiers.

· The paper [25] deals with sentiment analysis in Arabic

reviews from a machine learning perspective. The Naïve

Bayes, SVM, and K-Nearest Neighbor classifiers were

run on a dataset of tweets and comments. The results

show that SVM gives the highest precision while KNN

(K=10) provides the highest Recall.

· For the classification process, the authors of the

study [26] used RapidMiner to examine three algorithms:

SVM, NB, and KNN. Their work has been done on Jorda-

nian dialect.

· A system for Arabic subjectivity and sentiment analysis

was proposed in the paper [27], using a machine learning

supervised approach. They used SVM algorithms. They

collected Arabic tweets from TAGREED corpus.

· This paper [28] developed a corpus from Arabic

Facebook news comments. Then, they applied three dif-

ferent classifiers (Support Vector Machines, Naïve Bayes,

and Decision Tree) with other groups of features. The sup-

port vector machine classifier obtained the best result.

· In work [29], the authors proposed a new lexicon based

on slang sentiment words and idioms, collected manu-

ally from news websites, Facebook, and Twitter pages.

After that, they applied an SVM-based classifier. The re-

sults showed improvement when they used the new lexi-

con rather than a classical opinion words lexicon.

· For the classification process, the authors of the

study [26] used RapidMiner to examine three algorithms:

SVM, NB, and KNN. Their work has been done on Jorda-

nian dialect.

· A system for Arabic subjectivity and sentiment analysis

was proposed in the paper [27], using a machine learning

supervised approach. They used SVM algorithms. They

collected Arabic tweets from TAGREED corpus.

· This paper [28] developed a corpus from Arabic

Facebook news comments. Then, they applied three dif-

ferent classifiers (Support Vector Machines, Naïve Bayes,

and Decision Tree) with other groups of features. The sup-

port vector machine classifier obtained the best result.

· In work [29], the authors proposed a new lexicon based

on slang sentiment words and idioms, collected manu-

ally from news websites, Facebook, and Twitter pages.

After that, they applied an SVM-based classifier. The re-

sults showed improvement when they used the new lexi-

con rather than a classical opinion words lexicon.

· The Lexicon-based Approach: is an unsupervised

learning approach that relies on a sentiment lexicon, a

collection of known and precompiled sentiment terms. It

is divided into the dictionary-based approach and corpus-

based approach, which use statistical or semantic meth-

ods to find sentiment polarity to unknown words and de-

termine the polarity of blocks of text. We can further di-

vide unsupervised methods into dictionary-based and cor-

pus-based relative to how the lexicon is built.

· The Dictionary-based approach depends on finding opin-

ion seed words and then searching the dictionary of their

synonyms and antonyms. The corpus-based process

guarantees context specificity of word orientations by
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4.  Literature Review

The authors of [36] grouped the various approaches for

sentiment analysis into the following four categories, each

with their corresponding challenges:

1) Building Resources (BR) aims at creating lexica, dic-

tionaries, and corpora in which opinion expressions are

annotated according to their polarity. The main challenges

that confronted the work in this category are the ambigu-

ity of words, multilingually, granularity (the fact that opin-

ions can be expressed in words, sentences, or entire

phrases), and the differences in opinion expression among

textual genres (blog, newspaper article, microblog). Build-

ing resources is not a SA task, but it could help to im-

prove SA.

2) Sentiment Classification (positive and negative and

neutral). The main challenges in this category are:

a) the need for contextual analysis of opinion expressions,

b) the importance of contemplating negation and its scope;

c) The detection of irony;

d) The detection of implicit expressions of effect, in ob-

jective sentences.

3) Opinion extraction is concerned with finding parts of

the text with opinion. The main challenges are detecting

the opinion holder and the opinion target.

4) Applications of sentiment analysis to and jointly with

other NLP tasks (opinion question answering, opinion sum-

marization, opinion retrieval) or in final integrated systems

(e.g., ranking of best products according to the opinions

expressed for recommender systems). The main chal-

lenges in this area are related to the need to employ high-

performance sentiment analysis methods to avoid error

propagation and the need to combine different techniques

from sentiment analysis with methods from the research

area in which it is applied.

However, it is also possible to group the sentiment analy-

sis approaches by linguistic, digital, and possibly hybrid.

Some of the major approaches used based on linguistic

ones include the below.

In [37], the authors created a code-switching corpus with

sentiment annotations. Each word in the corpus is la-

beled with its language, serving as the starting point to

obtain a collection of multilingual tweets. The results show

that multilingual models can even outperform the mono-

lingual models on some monolingual sets.

The approach of [38] aims to better predict the sentiment

of tweets by using contextual information like (location,

timestamp, and author information). They calculated the

probability of positive or negative sentiment for each item

in the contextual categories. The results are very promis-

searching a large corpus.

The study [30] aims to compare the accuracy of the two

approaches for SA (corpus-based and dictionary-based)

and show how the accuracy of the lexicon-based tool

improves with the addition of more words to the lexicon.

The authors discussed building a manually annotated

dataset and then detailed steps of building the lexicon.

The authors in the study [31] proposed a lexicon-based

tool. The tool works on Arabic textual opinions, whether

they use MSA or colloquial Arabic or both. Therefore, they

built manually two general-purpose lexicons to discern

the polarity of an opinion expression, whether the opinion

uses MSA or/and colloquial Arabic. Another sixteen do-

main-specific lexicons were built. So the total number of

lexicons built is 18, where nine of these polarity lexicons

are dedicated to positive polarity, and the other nine lexi-

cons are dedicated to negative polarity. An opinion is con-

sidered neutral when its tokens are divided equally be-

tween positive and negative lexicons. The tool is capable

of determining whether Arabic social media reviews are

(subjective or objective), (positive or negative), and (strong

or weak).

· The hybrid Approach: combines both approaches and

is very common with sentiment lexicons playing a vital

role in most methods.

The proposed approach in [32] is a hybrid approach that

combines a lexicon-based approach with a machine learn-

ing approach. The lexicon-based features are used as a

part of the feature vector input to the classification mod-

ule. They worked on colloquial Arabic instead of Modern

Standard Arabic, and the conducted performance evalua-

tion experiments showed the outperformance of the sys-

tem compared to related work.

A hybrid approach proposed in [33] aims to identify the

sentiment polarity for collected comments or posts from

Twitter. Two machine learning classification techniques

are used. They extended the evaluation of prediction al-

gorithms and enhanced them using Bagging and Boost-

ing algorithms. They observed some unique expressions

that harm the accuracy of the automatic sentiment pre-

diction system.

The authors of the study [34] proposed a hybrid method

of lexicon-based Approach and classification using the

Naïve Bayes classifier to address the difficulties of Arabic

Opinion Question Answering.

The study in the paper [35] aims to classify Arabic

Facebook posts. They applied two approaches, depend-

ing on syntactic features, using standard patterns used

in different Arabic dialects to express opinions. These

patterns achieved high accuracy in determining the po-

larity of sentiment. The second Approach is an ordinary

probabilistic model, a Na G  ve-Bayes classifier that as-

sumes the independence of features in determining the class.
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ing and show that using emoticon-based distant supervi-

sion to label the sentiment of tweets is an acceptable

method.

Sarcasm is defined as the use of remarks that mean the

opposite of what they say, made to hurt someone’s feel-

ings or to criticize something humorously. In [39], their

approach combines the predictions from two predictors,

a contrast-based predictor (that identifies if there is a sen-

timent contrast within a targeted tweet) and a historical

tweet-based predictor (that determines if the sentiment

expressed towards an entity in the target tweet agrees

with the sentiment expressed by the author towards that

entity in the past). They implement four kinds of integra-

tors to combine the predictions and show promising

results when applying two predictors.

Their goal in [40] is to create a ranked list of products

based on sentiment information. They use different opin-

ion mining methods (dictionary-based, machine learning,

comparison-based). The results are promising and encour-

aging for further research.

Opinion spam can be defined as a fictitious opinion writ-

ten to sound authentic to mislead the reader. Opinion spam

usually is a short text written by an unknown author us-

ing a not very well-defined style. These characteristics

make the automatic detection of opinion spam a very chal-

lenging problem.

The authors [41] introduced a hybrid approach that used

three different features: Character n-grams in tokens, Emo-

tion-based feature, LIWC-based feature (Linguistic Inquiry

and Word Count). They compared the results with those

published previously, and the results were similar with

low dimensionality representation for their approach. Then

they used Naïve Bayes and SVM algorithms, but they

showed only the results of SVM because its performance

was the best. They have concluded that character 4-grams

in tokens with LIWC variables perform the best using an

SVM classifier. That emotions-based feature does not

provide much helpful information for detecting deception

in reviews.

[42] used a lexicon-based approach to identify sentiment

and non-sentiment bearing hashtags by combining exist-

ing lexical resources. They developed two classification

models, the first using a binary search algorithm to com-

pare each hashtag with each subjective word, and the

second using bootstrapping technique. The results show

that we can identify non-sentiment hashtags more accu-

rately and precisely than sentiment hashtags.

The authors of [43] presented a preliminary study on dif-

ferent generative models (latent Dirichlet allocation (LDA),

Markov chains (MC), and hidden Markov model (HMM))

to generate text with a specific sentiment. Their experi-

ments analyze the scalability, cardinality, and ability to

generate text with a sentiment. Sentiment Analysis used

(SentiWordNet, Support vector machines (SVMs),

Stanford Sentiment Treebank). The results showed that

the hidden Markov model achieves a lower F-measure

than the Markov chain but can generate a higher number

of different texts than Markov chains and achieves a

shorter execution time than LDA but greater than MC.

The paper [44] detects the stance categories speculation,

contrast, and conditional in English consumer reviews.

They presented a comparison between A support vector

classifier and a lexicon-based approach. Many research-

ers evaluated different training data sizes, and the results

were comparable to those of previous studies and can be

achieved with a smaller amount of training data.

Besides the linguistic aspects, the technical part is also

used in some important exercises. The author has ap-

plied different algorithms using Python in their studies.

(45) (The earlier reviews of the sentiment analysis are

carried out by Naaima Boudad et al. in 2018 (46), by

Ghallab in 2020(47), and by Oueslati in 2020 (48). Re-

cently the deep learning approach is deployed by Ayah

Soufan (49).

The Arabic Language:

Arabic is considered one of the top 10 languages on the

Internet-based on the ranking carried out in 2016, and

hundreds of millions speak it. The Arabic language is a

Semitic language with rich morphology. Classical, Mod-

ern Standard Arabic (MSA), and colloquial are the three

main variants. The Arabic language is written from right to

left and consists of 28 letters.

Therefore, there are many challenges facing sentiment

analysis for Arabic text, such as:

· Morphological complexities and dialectal varieties of the

Arabic language require advanced pre-processing and lexi-

con-building steps beyond what is applicable for the En-

glish language domain. [14] [15]

· Different words with different meanings can be produced

using the same three-letter root.

· The absence of rigid and strict rules in adding punctua-

tion in MSA text makes it very hard to identify the sen-

tence boundaries. [46]

· There is also no capitalization in Arabic, which deter-

mines sentence boundaries a crucial and challenging task

for NLP in the Arabic language, especially for sentiment

analysis.

4.1. Arabic Sentiment Corpora

There exist limited annotated resources for sentiment

analysis, such as labeled corpora and polarity lexica in

Arabic. Most of these resources are manually annotated

at either the document or sentence level.

In [47], the authors proposed (ArSenL) the first publicly

available lexicon as a large-scale Arabic Sentiment Lexi



  16            Journal of Digital Information Management  q   Volume   20   Number   1   q   March   2022

con. ArSenL is constructed using a combination of En-

glish SentiWordnet (ESWN), Arabic WordNet, and the

Arabic Morphological Analyzer (AraMorph).

Another publicly available large-scale Standard Arabic

Sentiment Lexicon (SLSA) was proposed by [48]. The

construction of SLSA is based on a combination of the

lexicon of AraMorph with SentiWordNet.

In [49], the authors have generated the Opinion Corpus

for Arabic (OCA), the first corpus created for the Arabic

language. Then in [50], they have used an automatic

machine translation tool to generate the English Version

of OCA (EVOCA). Both corpora are freely available for

the research community and include 500 reviews obtained

from specialized Arabic web pages related to movies and

films, 250 positives and 250 negatives.

 

AWATIF is a multi-genre and manually built corpus for

Arabic Subjectivity, and SA was proposed in [51]. AWATIF

is extracted from three different resources:

· The Penn Arabic Treebank (PATB)

· Wikipedia user talk pages

· Conversation threads from web forums of seven other

sites

The authors of [52] presented LABR, the Large-scale Ara-

bic Book Review dataset, consisting of over 63,000 book

reviews, each with a rating of 1 to 5 stars. The classifiers

(MNB, BNB, SVM, Passive, Aggressive, SGD, Logistic

Regression, Linear Perceptron, KNN) used in this experi-

ment are widely used in sentiment analysis. They can be

considered a baseline benchmark for any further investi-

gations on the dataset.

The authors of [53] manually created a flexible and rela-

tively extensive standard Arabic corpus for SA and opin-

ion mining for Arabic reviews and comments. This corpus

is freely available and consists of 1,442 reviews covering

250 topics distributed equally among five domains:

Economy, Food-Life style, Religion, Sport, and Technol-

ogy. In addition to MSA, this corpus contains reviews

written in the five main Arabic dialects (Egyptian,

Levantine, Arabian Peninsula, Mesopotamian, and

Maghrebi group). It is flexible, where users can add, de-

lete or revise it.

4.2. Arabic Sentiment Analysis

Here, we introduce an overview of recent important pa-

pers which study sentiment analysis for the Arabic lan-

guage.

 

In [54], they investigated the effectiveness of the Multi-

Way Sentiment Analysis (MWSA) approach for Arabic

reviews. MWSA focuses on sentiments conveyed through

a rating or scoring system. They proposed to use hierar-

chical classification. For example, one classifier can be

trained trained to distinguish between positive and nega-

tive reviews while another classifier is trained indepen-

dently to distinguish between strong and weak positive

reviews. Similarly, a third classifier is trained separately

to differentiate between strong and weak negative reviews.

They presented two different hierarchical structures and

compared their accuracy with the flat structure. The re-

sults showed that, in general, hierarchical classifiers gave

significant improvements over flat classifiers.

A comparison between two classification techniques, SVM

and NB, uses Arabic political tweets were presented in

[55]. The results showed that the Naïve Bayesian method

is the highest accuracy and the lowest error rate.

 

[56] built a sentiment lexicon with about 120,000 Arabic

terms. The process is divided into three steps: collect

Arabic stems, translate them into English, and use online

English sentiment lexicons to determine the sentiment

value of each word. They compared their approach with

the keyword-based approach, and the proposed approach

showed excellent results.

The authors of [57] defined rules to capture the morphol-

ogy of negations in Arabic. [58] proposed a SA and Nega-

tion Resolving system for Arabic Text Entailment. The

results showed that resolving the negation and classify-

ing text polarity increases the performance of detecting

the entailment relation and non-entailment relation.

In [59], the authors introduce a semi-supervised approach

for sentiment analysis using a high coverage Arabic sen-

timent words lexicon (ArSeLEX) which is manually cre-

ated and automatically expandable, and sentiment Ara-

bic idioms/saying phrase lexicon to improve the classifi-

cation process. They built a corpus containing 2000 Ara-

bic sentiment statements, including 1000 MSA tweets,

Arabic dialect tweets, and 1000 microblogs. Then, they

used a support vector machine (SVM) classifier with lin-

guistically, syntactically, novels and rich feature sets to

handle the valence shifters (negation, intensifiers), ques-

tion, and supplication terms. The results obtained show

that their approach is very promising.

In [60], the authors have presented a light lexicon-based

mobile application for sentiment mining of Arabic

Tweets. The mobile application was designed to minimize

the energy consumption of the mobile by having an algo-

rithm with minimal computational needs and no remote

communication for computation. The authors used deci-

sion trees as a classification model to classify tweets

into positive, negative, and objective.

The first study to measure the impact of automatically

translated data on the accuracy of sentiment analysis of

Arabic tweets was proposed by [61]. They investigate

using Machine Translation tools to perform SA for under-

resourced languages, such as Arabic, an effective and

efficient alternative to building SA classifiers from scratch.

At first, they retrieve Arabic tweets from the Twitter public
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stream. They translated the dataset by using Google

Translate and Microsoft Translator Service. Then, they used

the Stanford Sentiment Classifier (SSC) to automatically

assign sentiment labels (positive, negative) to translated

tweets. After that, they compared the performance of their

approach to standard SA approaches (lexicon-based, su-

pervised, and distant supervision approaches), and the

results showed comparable performance.

This paper performs SA on Arabic reviews and comments

using four machine learning algorithms: Support Vector

Machine (SVM), Back-Propagation Neural Networks

(BPNN), Naïve Bayes, and Decision Tree. The authors of

[62] collected 2000 Arabic reviews from social media to

evaluate the different machine learning algorithms based

on sentiment analysis. Results showed that the SVM

classifier achieves the highest accuracy rate compared

with other classifiers.

5. Related Topics:Contact

5.1. Deep learning:

In recent years, deep learning models have achieved re-

markable results in computer vision [74] and speech rec-

ognition [75].

According to [76], understanding the compositionality in

sentiment detection requires more prosperous supervised

training and evaluation resources and more powerful com-

position models. To handle this, they introduce a Stanford

Sentiment Treebank, the first corpus with fully labeled

parse trees that allows for a complete analysis of the com-

positional effects of sentiment in language. It includes fine-

grained sentiment labels for 215,154 phrases in the parse

trees of 11,855 sentences. Then, they proposed a new

model called the Recursive Neural Tensor Network (RNTN),

which takes as input phrases of any length and repre-

sents a phrase through word vectors and a parse tree and

then computes vectors for higher nodes in the tree using

the same tensor-based composition function. They com-

pared their model to several supervised, compositional

models such as standard recursive neural networks

(RNN) [77], matrix-vector RNNs [78], Naive Bayes (NB),

bi-gram NB, and SVM. The results showed that this model

significantly outperforms previous models and captures

negation of different sentiments and scope more accu-

rately than previous models. Also, the authors observe

that the recursive models work well on the shorter text

while BOW features with NB and SVM perform well only

on longer sentences.

This classifier was used in sentiment analysis for Arabic

tweets [61], which we mentioned above.

Convolutional neural networks (CNN) utilize layers with

convolving filters applied to local features [79].

A series of experiments with convolutional neural networks

(CNN) were introduced in [80]. They prepared a simple

CNN with one layer of convolution on top of word vectors

obtained from an unsupervised neural language model.

They used the publicly available word2vec vectors trained

on 100 billion words from Google News. They showed

that a simple CNN with little hyper-parameter tuning and

static vectors achieves excellent results on multiple bench-

marks.

A deep learning-based approach to aspect-based senti-

ment analysis, which employs a convolutional neural net-

work for aspect extraction and sentiment analysis, was

presented in [82]. They reported convincing results for

multilingual aspect-based sentiment analysis.

In [83], they introduced a generalization of the standard

LSTM architecture to tree-structured network topologies

and showed its superiority for representing sentence

meaning over a sequential LSTM. They evaluated the Tree-

LSTM architecture on two tasks: semantic relatedness

prediction on sentence pairs and sentiment classifica-

tion of sentences. Their experiments showed that Tree-

LSTMs outperform both tasks’ existing systems and se-

quential LSTM baselines.

 

The first work investigates the merit of using deep mod-

els for sentiment analysis in Arabic proposed in [84]. They

explore four deep learning models:

· Deep neural networks (DNN)

· Deep Belief Networks (DBN)

· Deep Auto Encoder (DAE)

· Combined DAE with DBN

They used the Linguistic Data Consortium Arabic Tree

Bank (LDC ATB) dataset to evaluate the proposed mod-

els. The input data to the first three models depends on

the BoW model, utilizing ArSenL lexicon scores [47]. For

the fourth model (RAE), the input is the raw word indices

that constitute each sentence. The RAE model outper-

forms all the other models and over the best-reported re-

sults in the literature on the same LDC ATB dataset in

the sentiment classification task for Arabic. Semantic

context and the parsing order of words are considered in

this model. At the same time, no lexicon is used, and no

special features are used, but only raw words as input.

5.2. Multimodal Sentiment Analysis

New sources of opinion mining and sentiment analysis

abound. Webcams, smartphones, touchpads, or other

devices let users post opinions in an audio or audiovisual

format rather than in text. Multimedia content has be-

come more prevalent in social networks, especially on

Tumblr, Instagram, and Flickr platforms.

In [85], built large-scale Visual Sentiment Ontology based

on psychological theories and web mining and trained

detectors of selected visual concepts for sentiment analy-

sis.
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In [86] and [87], the concept of transfer learning Deep CNN

from large-scale image classification applied to the prob-

lem of sentiment prediction.

There is almost no research that focuses on multimodal

sentiment and opinion analysis. The authors [88] combine

acoustic, textual, and video features to assess opinion

polarity in a new dataset consisting of 47 YouTube vid-

eos. They demonstrate significant improvement in left-

one-video-out evaluation using Hidden Markov Models for

classification.

Also, the authors of [89] have presented a multimodal

sentiment analysis framework, which includes sets of

relevant features for text and visual data. Several super-

vised classifiers, namely Naïve Bayes, SVM, ELM, and

Neural Networks, were employed on the fused feature

vector to obtain the sentiment of each video segment.

All research relied on transcripts to analyze the text and

not the actual spoken word.

6. Discussion and Analysis

Table 1 summarizes the most critical and recent papers

that deal with Arabic sentiment analysis. We aggregated

this data from three surveys presented in [90] [91] [13],

in addition to some recent papers. Table 1  contains the

article reference in the first column and the year of pub-

lishing paper in the next one. The objectives of the ar-

ticles are illustrated in the third column. They are divided

into Sentiment Analysis in general (SA), Building Resource

(BR), and Sentiment Classification (SC). In the fourth

column, Domain Oriented means that domain-specific

data are used in the SA process. The fifth column shows

the used algorithms. The sixth column specifies whether

the article uses SA techniques for general Analysis of

Text (G) or solves the problem of binary classification

(Positive/Negative). The seventh and eighth columns il-

lustrate the scope (reviews, news articles, web forums,

tweets) and the type (Modern Standard Arabic, Colloquial

Arabic) of the data used for evaluating the article’s algo-

rithms. The last column specifies the level of sentiment

analysis (Document, Sentence, and Aspect).

We can observe that the work on Arabic SA is very little,

but the number of papers is growing every year. In figure

1, we can note how big the gap is between research that

has been conducted in Arabic sentiment analysis and

English sentiment analysis. Data in figure 1 is collected

by using relevant keywords in the sentiment analysis field

from the Google Scholar website for a specific period.

The Machine learning-based approach was used in most

articles because of its simplicity and ability to learn from

features for classification automatically. Most features are

challenging to use by a lexicon-based method. It’s more

frequent because of its domain independence. Hybrid

methods are limited because of their computational com-

plexity.

As discussed above, the datasets to evaluate the algo-

rithm can be reviews, web pages, social network com-

ments, etc. Most of the works were on reviews, as we

see in figure 3, and recently the trend is to evaluate tweets

and social networks comments. The tweet is a message

composed of 140 characters long and has hashtags as a

unique feature.

From figure 4, we can see that works on aspect level for

Arabic sentiment analysis are rare even though it is es-

sential to discover sentiments on entities and their as-

pects.

Figure 1. Number of papers for Arabic and English SA

7. Conclusions and Future Work

In this paper, we introduce a general overview of senti-

ment analysis and present a survey of Arabic SA. We

categorized and summarized these articles that give con-

tributions to many sentiment analysis-related fields.

After analyzing these articles, we can conclude that sen-

timent analysis for English language research has ad-

vanced. There is a big gap between it and sentiment study

for the Arabic language. Also, the improvement of Senti-

ment Classification and Feature Selection algorithms is

still an open field for research. We observe that Naïve

Bayes and Support Vector Machines are the most fre-

quently used ML algorithms for solving Sentiment Clas-

sification problems. Many enhancements could be done

in Arabic Sentiment Analysis, such as research-based

on hybrid approaches and deals with negations, spam,

sarcasm, and aspect level. It is important to consider the

media information and the context of the text.

Therefore, we believe that combining semantic web tech-

nology and sentiment analysis could be valuable. Also,

we are looking to take advantage of deep learning in this

field.
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Figure 2. Percentage of articles according to the algorithmic approach over years

Figure 4. Percentage of articles according to the SA level

Figure 3. Percentage of articles according to the dataset scope over years
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Table 1. A summary for most important and recent papers which deal Arabic sentiment analysis
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