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ABSTRACT: A comparison of the developed complex Hadamard transform with the well-known unitary (orthogonal) trans-
forms of Karhunen-Loeve, Fourier, Walsh-Hadamard and discrete cosine transform is presented. The comparison is made on the
base of minimization of mean-squared error of reconstructed transform coefficients for two test images.
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The use of unitary (orthogonal) transformations is inextricably linked with the development of modern digital image processing
methods. Discrete unitary transforms described in [1], [2] and [3], have found applications in many areas of N-dimensional signal
processing, spectral analysis, pattern recognition, digital coding, computational mathematics and etc. Stated simply, these
transform coefficients that are small may be excluded from processing operations, such as filtering, compression and etc., without
much loss in processing accuracy.

In this article a comparison of the developed complex Hadamard transform [4] with most used unitary transforms of Karhunen-
Loeve (KLT), Fourier (DFT), Walsh-Hadamard (WHT) and discrete cosine transform (DCT) is presented.

There are various studies and comparisons of the orthogonal transforms [5], [6], [7], in which they discussed their properties,
advantages and disadvantages from a statistical point of view. In this article a comparison of transformations in terms of the
developed method [8] for optimal performance of the coefficients at the block coding for two test images was made.

The comparison is made through simulation of the developed algorithms for five unitary transforms – FFT, DCT,WHT, KLT and
CHT on Matlab environment for two test images “Lena” and “Fruits” and the results are given in the experimental part.



    International Journal of Computational Linguistics Research   Volume  13   Number  1   March   2022 10

2. Mathematical Description

The forward and the inverse 2D discrete unitary transform of sub-image g(x,y) of size NxN can be expressed as the following
equations:

In this equations g(x,y) is the input image with spatial variables (x,y), S(u,v) is forward transform with transform variables (u,v),
r(x,y,u,v) and t(x,y,u,v) are called the forward  and inverse transformation kernels, respectively. Because theinverse kernel
t(x,y,u,v) in (1) depends only on the indices (x,y,u,v) and not on the values of g(x,y) and S(u,v), it can be viewed as defining a set
of basis functions or basis images [3].

This interpretation becomes clearer if the equation is modified in matrix form:

where: G
xy 

is NxN matrix containing the pixels of g(x, y), the matrices T
uv

 are the basis images and S(u,v) are the spectral
coefficients.

The forward transformation kernel is said to be separable if:

r(x, y, u, v) = r
1
(x, u).r

2
(y, v),  (3)

and the kernel is said to be symmetric if r
1
(x, u) functionally equal to r

2
(y, v), so that:

r(x, y, u, v) = r
1
(x,u).r

1
(y,v) (4)

Identical comments apply to the inverse kernel by replacing function r(x,y,u,v) with t(x,y,u,v) in the equations (1).

As a sample the 2D Fourier transform has the following forward and inverse kernels:

(5)

where j =  , so these kernels are complex.

A computationally simpler Walsh-Hadamard transform is derived from the following functionally identical kernels [3]:

(6)

where n=2m. The summation in the exponent is performed in modulo 2 arithmetic and b
z
(k) is the kth bit in the binary representa-

tion of z. The p
i
(l) is the conversion of b

z
(k) with code of Grey.

 (1)

 (2)
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The most used discrete cosine transformation is obtained by following equal kernels:

where:

and similarly for a(v).

The identical description for the developed complex Hadamard transformation kernels are made in [9] and are used for compari-
son.

The kernels of optimal Karhunen-Loeve transformation are calculated for each test image by calculation the correlation function
and the preparation of the eigenvalues and  eigenvectors as is given in [1]. To simplify the calculationsthe input learning vectors
are taken from the current test image consecutively according to image linear scanning.

From the equations (1) to (4) the compared transformations can be generalized for two-dimensional signals (images) in the
following way:

where: [X] is matrix of the input image with size NxN, [T] is a matrix form of each transform kernel and the result is a spatial spectrum
matrix [Y] with the same size.

The symmetry of [T] matrix coefficients allows 2D transforms to be accomplished in two steps. The first one is one-dimensional
transform for every row of the image and the second one is one-dimensional transform for the columns. This difference of
transformation makes easier the calculations and the symmetry guarantees that the correlations between image elements in
horizontal and vertical direction will influence in the same way the determination of transformed elements. The same consider-
ations can be made for two steps calculation of the inverse 2D transforms.

3. Experimental Results

The comparison is made on Matlab environment for five 2D unitary transforms – Karhunen-Loeve, Discrete Fourier Transform,
Discrete Cosine Transform, Discrete Walsh- Hadamard Transform and Complex Hadamard Transform. The obtained experimental
results for the test grayscale images “Lenna” and “Fruits” shown on the Fig.1b and Fig.1a with size 512x512 pixels and 8 bits per
pixel. The simulations ware made for each image by transformation with kernel with size 8x8. The transform coefficients are
reduced by the using of presented in [8] block truncation coding algorithm.

The obtained experimental results for the test images “Lenna” and “Fruits” (512x512, 8 bits) with sub-image kernel 8x8 are given
on Table 1 and Table 2 respectively.

In the first part of each table the results for 48 reduced coefficients (the upper-left block with size 4x4 is saved), approximated with
zero and mean values are shown, and in the second part the same experiments for 55 reduced coefficients (the upper-left block
with size 3x3 - saved) are shown. The calculated values for the mean-square error (MSE), normalized mean-square error (NMSE),
signal to noise ratio (SNR) and peak signal to noise ratio (PSNR) are shown.

Figure 1b. Test image “FRUITS” (512x512 pixels and 256 grey levels). The output images after inverse transform for 48 reduced
coefficients are showed on Figure 2a and 2b respectively.

(7)

(8)
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Table 1

Table 2



                International Journal of Computational Linguistics Research   Volume  13  Number  1  March   2022  13

Figure 1a. Test image “LENNA” (512x512 pixels and 256 gray levels)

Figure 1b. Test image “FRUITS” (512x512 pixels and 256 gray levels)

4. Conclusion

The general principles of comparison of 2D unitary transforms by the using of block transform coding of their coefficients of high
order are given. The basic properties of CHT are discussed in previous publications. The obtained simulation results are
practically identical for the CHT and real HT and show that both can be used in similar applications.

The best results are obtained for optimal Karhunen-Loeve transform and for the most used in compression standards discrete
cosine transform. The results for the CHT are better than the DFT for small size of kernels. The main advantages of the developed
algorithm for CHT are:

- Faster calculation compared to other transformations;

- Similar results with integer valued HT;
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- Using the CHT instead most complicated Fourier transform and keep the possibilities for working with complex spectrum.

The developed Complex Hadamard Transform can be used in digital signal processing for spectral analysis, pattern  recognition,
digital watermarking, coding and transmission of one-dimensional and two-dimensional signals.
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