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1. Introduction

Healthcare leaders are investing in cyber security because
of the new cyber threats that emerge daily (Fabisiak &

Hyla, 2020). The sector has become a target for
cyberattacks due to the high demand for patient data.
The perceived significance of cybersecurity reflects how
employees believe their motivation will improve
cybersecurity in their organisation (Tsai & Tai, 2003). Tech-
nologies such as digitalisation and networking have be-
come indispensable for all organisations, regardless of
their size and characteristics,  to gain a competitive ad-
vantage and satisfy consumers and partners (Stewart &
Jürjens 2018). These commodities are driven by technol-
ogy, which is also accompanied by various challenges,
such as the rise of cybercrime (Stewart & Jürjens, 2018;
Hu & Wang, 2018; Burns et al., 2019; Karumbaiah et al.,
2016; Shahri et al., 2012).

Due to technological limitations in combating
cybersecurity, the human factor has come to play a cru-
cial role in these organisations, making them targets of
cybercrime (Stewart & Jürjens 2017; Wash & Cooper,
2018). Various attacks exploit human weaknesses to
obtain information and inflict harm on organisations. The
most common tactics are phishing (Burda et al., 2020;
Allodi et al., 2020; Burns et al., 2019), malware attacks,
email spam (Hu & Wang, 2018; Chandra et al., 2016),
password attacks and social engineering (Bullée & Junger,
2020; Bullée, 2017; Hadnagy. 2018). Attackers obtain
employee information from websites and social networks
for profiling, and craft emails with a legitimate look that
contains a malicious link or attachment (Hu & Wang, 2018;
Chandra et al., 2016; Agrawal & Singh, 2016). The temp-
tation to click on such an email is powerful, which then
leads to the installation of malware or spyware on the
victim's computer (Burns et al., 2019; Wash & Cooper,
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2018; Gupta et al., 2017). Factors such as curiosity and
fear are some of the most critical factors that lead them
to click on such emails (Acquisti, 2014; Wiederhold, 2014).
There are some possible reasons for the increase in at-
tacks on various organisations, including insufficient imple-
mentation of cybersecurity strategies, lack of or inadequate
cybersecurity training, and adequate experience and re-
sources (Wash & Cooper, 2018; Stewart & Jürjens 2017;
Karumbaiah et al., 2016). Most organisations focus more
on the technological factor and neglect the human factor
(Stewart, 2021; Stewart & Jürjens, 2017; Sirur et al., 2018;
Wash & Cooper, 2018; Asai & Perez, 2012).

With the improvement of network and internet technolo-
gies, cyber attacks on physical systems in various
organisations through phishing, malware attacks, pass-
word attacks, and social engineering are becoming more
common (Bullée & Junger, 2020; Hu & Wang, 2018;
Hadnagy, 2018). The goal of these attackers is to spy on,
manipulate, destroy and gain unauthorised access to data,
leading to significant financial consequences and
reputational damage (Cryptovision, 2021; Oliveira et al.,
2017; Stewart & Jürjens, 2017). Various organisations are
attacked every day with or without their knowledge (Hu &
Wang, 2018; Liu & Moh 2016; Agrawal & Singh, 2016;
Burda et al., 2020).

Several countries, academics, practitioners, industry con-
formists and government sectors have proposed various
strategies to combat these attacks from a human per
spective by addressing security awareness training and
education methods. Despite all the internal measures
taken by various organisations to protect information
through security training and awareness, these efforts are
insufficient considering the immense financial impact of
cyber attacks on the organisations (Stewart & Jürjens,
2017; Karumbaiah et al., 2016). A survey by the digital
association Bitkom showed that over 103 billion euros in
damage were caused by cyber attacks in 2018/2019, and
rose to 223 billion euros in 2020/21 in Germany
(Cryptovision, 2021). This indicates that technical secu-
rity measures such as firewalls, intrusion detection sys-
tems (IDS), intrusion prevention systems (IPS), network
intrusion detection systems (NIDS), host intrusion detec-
tion systems (HIDS), or antivirus software are insufficient
in today's world. As a result, the cyber threat has be-
come unbearable for businesses, and all efforts to pro-
tect critical assets and maintain business continuity have
become an impediment. Other researchers and
organisations have proposed artificial intelligence and
machine learning (Tewari et al., 2016; Grieco et al., 2016;
Wu et al. 2017; Chernis and Verma 2018 ), but AI is still
early.

To ward off and minimise such threats, companies offer
security training to their employees (Chapple, 2019;
Stewart & Jürjens 2017). This usually involves traditional
integrated phishing training programmes and technolo-
gies that are often inefficient or unable to respond to mod-
ern, customised social engineering attacks (Bullée &

Junger, 2020). Even though personnel are trained and
educated about the dangers, most fatalities are caused
by negligence and ignorance (Acquisti, 2014; Wiederhold,
2014; Agten et al., 2015). While some studies have sug-
gested that workers who fall for such tactics ought to be
punished, it has been observed that such sanctions cre-
ate mental distortions in workers that adversely affect their
work performance (Acquisti, 2014; Wiederhold, 2014).

This study addresses this issue by conducting a
cybersecurity survey focusing on human versus
cybersecurity risk in 20 healthcare centres in Germany.
To this end, a survey is conducted at these companies to
investigate how employees address cybercrime and how
this affects the company. Therefore, this paper aims to
identify vulnerabilities and technical risks associated with
human action, identify areas of improvement for compa-
nies and propose a solution to the problem. It also ad-
dresses the security challenges companies face and of-
fers cyber security education and awareness guidelines.

2. Literature Review

2.1 Cyber security - Human factor in an organization
Stewart & Jüjens (2017) showed how the human factor
had been neglected in many organizations, leading to in-
formation security failures. Several studies have been
conducted on information security policies (ISP) and com-
pliance (Safa et al., 2016; Ifinedo, 2014) as a measure to
increase employee security awareness, but the practical
application of such policies present some challenges.

Despite the numerous studies that address the need for
organizations to consider the potential benefits of repre-
hensible behaviour and individual standards and organi-
zational conditions (Acquisti, 2014; Wiederhold, 2014;
Agten et al., 2015; Karumbaiah et al., 2016),  most fail to
cover all elements of human conduct and social structure
in the organization.

Human error and negligence are also considered the big-
gest threat to data security efficacy, making it a concern
worth taking seriously (Agten et al., 2015; Wash & Coo-
per, 2018; Stewart & Jürjens 2017). The number and so-
phistication of cyber-attacks perpetrated by criminals have
become a significant concern for organizations. It is pos-
sible to minimize these errors and negligence through
awareness programmes encouraging individuals to adopt
cybersecurity behaviours (Acquisti, 2014; Wiederhold,
2014).

Phishing campaigns have also been used to analyze and
evaluate human behaviour (Allodi et al., 2020; Burda et
al., 2020; Karumbaiah et al., 2016). The act of sending a
fraudulent message to induce a human victim to divulge
confidential information is known as phishing. A success-
ful phishing attack allows the attacker to install malicious
software on the victim's computer (Diaz et al., 2018; Burns
et al., 2019). Phishing attacks have been around since
the dawn of the internet. The first effort to steal sensitive
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data was made via the America Online (AOL) service in
the mid-1990s. Phishing is a sophisticated strategy that
uses social engineering tactics to persuade victims to
act against their best interests. The most well-known
phishing attacks are: Email Phishing, HTTPS Phishing,
Spear Phishing, Whaling/CEO  Fraud, Vishing, Smishing,
Angler Phishing, Pharming, Pop-up Phishing, Clone
Phishing, Evil Twin and Watering Hole Phishing. A deeper
insight into these attacks can enable organizations to
protect their users and their data more effectively, as these
attacks target humans. Phishing emails have become
increasingly influential and pose a more significant threat
to society as their sophisticated approach tends to con-
fuse victims regarding the legitimacy of such emails
(Burda et al., 2020; Allodi et al., 2020; Hu & Wang, 2018).
In both phishing emails and spear phishing, the visual
illusion has shown to be a successful tactic (Teixeira et
al., 2020; Rastenis et al., 2020), enhancing the impres-
sion of an email's legitimacy and making it difficult for
targets to differentiate a legitimate email or website from
a fake one. While phishing email targets many victims,
spear phishing targets a single person by pretending to
know the victim, making this phishing very effective (Allodi
et al., 2020). Voice phishing or vishing, on the other hand,
is a phishing attack carried out over the phone to trick a
human victim into revealing confidential information.

As previously stated, social engineering techniques serve
as a facilitator for phishing attacks (Bullée & Junger, 2020;
Hadnagy, 2018; Bullée, 2017). Social engineering is a
simple, induced, and manipulated process to obtain sen-
sitive information from individuals. This facilitator poses a
risk to all players in a company (Karumbaiah et al., 2016)
and should be addressed through improvement initiatives.

Even though all of the 20 health centres in this study have
adopted a holistic cybersecurity landscape (Tawileh et
al., 2007), a survey performed for this study found that
phishing attacks account for 80% of all cyber attacks,
emphasizing the importance of human factors (Asai &
Perez, 2012; Stewart & Jürjens 2017; Wash & Cooper,
2018).

2.2 Cyber security - Technological factor
Many anti-phishing simulators have been developed to
prevent malicious emails from reaching the target user.
These simulators have a URL-based control function and
keyword evaluators. These keywords are stored in an
existing database and determine the content of the email
to block the entire email or delete all malicious attach-
ments (Teixeira et al., 2020; Chandra et al., 2016; Sharma
& Yadav, 2015). As already explained in section 2.1,
phishing attacks are a major threat to any organization,
and several comprehensive and efficient detection meth-
ods have been developed over the last decades. In this
section, previous work on phishing simulators from 2015
to 2020 has been reviewed. However, these simulators
can sometimes fail, leaving the end user to make strate-
gic decisions. As mentioned earlier, machine learning and
artificial intelligence approaches have been used to com-

bat phishing attacks through numerous techniques, such
as allow listing and blocklisting (Tewari et al., 2016).

A phishing website detector has been studied by Gupta
et al. (2017), while Allodi et al. (2020) propose an anti-
phishing simulator to warn users against exploiting fake
websites or computers. Other studies on fuzzing have
been conducted (Godefroid et al. 2017; Rajpal et al. 2017;
Wang et al. 2017; She et al. 2018). Further studies on
phishing detection have been conducted in e-banking us-
ing a fuzzy data mining strategy, while others propose
anti-phishing detection (Kunju et al., 2019; Aleroud et al.,
2017; Kiren et al., 2020; Rana et al., 2020; Justine et al.,
2020; Simono et al., 2018; Jasper et al., 2019; Moul et
al., 2019).

Wang et al. (2020) demonstrated a phishing prevention
technique and suggested the implementation of optical
character recognition on an Android mobile platform. Churi
et al. (2018) presented a software prototype for phishing
website detection. Eduardo et al. (2020) Conducted a
systematic literature review on combating phishing attacks
using recent machine learning approaches and highlighted
three strategies to mitigate phishing attacks, namely: need
for awareness, targeted blocklists, and machine learn-
ing. Amro (2018) & Aonzo (2018) studied phishing attacks
on mobile devices, mitigation techniques and anti-phishing
techniques and pointed out the shortcomings of anti-
phishing techniques. Liu & Moh (2016) applied an Email
filtering algorithm using email text as a keyword to per-
form complex word processing. The result showed 92.8%
accuracy of their proposed algorithm.

Other researchers propose spam techniques and spam
control algorithms to filter emails (Teixeira et al., 2020;
Agrawal & Singh. 2016; Chandra et al., 2016; Sharma &
Yadav, 2015). AlRashid et al. (2014) investigated the re-
duction of false positive emails by analyzing the behaviour
of spam filters and revealed the various reasons for email
failure. They developed an algorithm to facilitate email
security on the recipient side. Tewari et al. (2016) pro-
posed a machine-learning approach to predict whether
an email is a spam.

Despite the various techniques and tools available to pre-
vent phishing attacks, companies are still at risk of
phishing attacks due to the negligence of their employ-
ees (Stewart & Jüjens, 2017; Agten et al., 2015). Stewart
& Jürjens (2017) suggested that to combat cybersecurity,
a the strategy should be developed that takes into ac-
count the interrelationship between technology, people
and the organization concerned. Technical factors include
defence mechanisms, human factors include perceptions
of cyber security and its importance, security training and
motivation, while organizational factors include informa-
tion security policy, management, partners and strong
leadership oversight, as well as the presence of compli-
ance departments and a security culture.
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In this context, this study shows that the integration of
multiple measures has a positive impact on improving
cybersecurity and that these measures should not be fo-
cused on a single department, but should be evenly dis-
tributed among employees in technical and non-techni-
cal positions, resulting in diversified knowledge within the
organisation. In addition, trust plays a crucial role in
cybersecurity awareness (Stewart, 2021; Pienta et al.,
2020; Stewart & Jürjens, 2018; Stewart & Jürjens, 2017),
and compliance with information security policies (ISPs)
has been suggested in other studies (Safa et al., 2016;
Ifinedo, 2014).

2.3 Cybersecurity - Security Awareness & Training
As alluded to in sections 2.1 and 2.2, technology alone
cannot alleviate the risk of cyberattacks, making the con-
sideration of the human factor a crucial element in all
organisations (Stewart & Jürjens 2017). Despite sound-
ing simple, attaining a good level of cybersecurity aware-
ness is a challenge among employees today. Irrespec-
tive of the size of the organisation, all businesses struggle
to train and educate their employees and the health cen-
tre is not exempt from this (Da Veiga & Martins, 2015;
Shahri et al., 2012). The extent to which workers feel their
motivation will improve cybersecurity in their organisation
is reflected in their perceived adoption of cybersecurity.
This highlights the importance of people being motivated
to undertake cyber security training and awareness at a
high level.

Although this study shows that employee negligence and
errors play a significant role in cyber attacks, increasing
security knowledge through sustained training from quali-
fied specialists is a factor that contributes to a thriving

cybersecurity culture (Da Veiga & Martins, 2015;

Shahri et al., 2012). Human actions are subject to uncer-
tainty due to internal and external incentive factors. The
extent of the organisation's cybersecurity culture initia-
tives and measures in its practical activities is propor-
tional to its efforts to minimise employee error and negli-
gence. Lack of cyber security training and education con-
tributes to human vulnerabilities and thus risks. Security
training and a security culture raise employees' aware-
ness of cyber risks and strengthen their knowledge of
cyber threats in terms of actions to take in specific situa-
tions. To improve cyber security awareness, organisations
need to analyse the factors that influence employee par-
ticipation in security programmes (Chapple, 2019;
Eminagaoglu et al., 2009). This analysis should enable
the organisation to review employee knowledge and the
security training required to increase cybersecurity com-
pliance adoption (Fabisiak & Hyla, 2020).

Furthermore, a strong security culture could address many
of the underlying behavioural challenges to corporate data
breaches (Vance, 2018; Wiederhold, 2014; Marsh &
Microsoft, 2018). Developing cybersecurity skills involves
overcoming digital threats using technology, policies, pro-
cesses, cybersecurity training and awareness strategies
that contribute immensely to enhancing overall security
(Pienta et al., 2020; Stewart & Jürjens, 2017; Chapple,
2019; Karumbaiah et al., 2016; Thomas, 2018).

Organisations that underestimate the significance of adopt-
ing effective cybersecurity programmes are vulnerable to
cyberattacks. Therefore, comprehensive security educa-
tion and communication campaigns promote cybersecurity
practices and behaviours. According to Stewart (2020),
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Table 1. Summary of literature

tims of cyber attacks in the early days of Covid-19. All of
the companies have tried without success to raise staff
security awareness. The study analyses the current state
and tries to identify common challenges. The cyber threat
to organisations, businesses and governments worldwide
has become a significant issue. This issue needs to be
adequately addressed in the context of the 20 health cen-
tres in Germany whose focus is on cybercrime targeting
staff and having a significant impact on their business. All
20 healthcare centres aim to increase the number of highly
skilled workers to increase their competitiveness. How-
ever, there is also a need to increase the commitment to
promoting continuous security awareness among employ-
ees and within the centres themselves. Despite this, all
20 healthcare leaders are willing to increase their spend-
ing on cybersecurity. However, with evolving threats be-
ing uncovered daily, identifying where an organisation
should better invest its budget is challenging. High de-
mand for patient data and frequently outdated systems
constitute why healthcare is now the biggest target of
cyber-attacks. The healthcare centres in this study store
an incredible amount of confidential patient data worth a
lot of money to hackers. As technology plays along, in-
novation has become a big focus at the 20 healthcare
centres, where medical devices such as X-ray machines,
insulin pumps and defibrillators play a crucial role. Here,
the medical devices are connected to the internet, which
provides more entry points for attacks. In addition, staff
need to access the data remotely, which opens up further
opportunities for attack. This attack is based on the re-
mote connection of new devices to the network, as not all
devices are secure. All organisations have implemented
various protection mechanisms such as firewalls, Intru-
sion Detection Systems (IDS), Intrusion Prevention Sys-
tems (IPS), Network Intrusion Detection Systems (NIDS),
Host Intrusion Detection Systems (HIDS) and antivirus
software, but have still been victims of cyber attacks. This

various factors such as knowledge, experience, attitudes,
skills, beliefs and perceptions can influence behaviour.
On the other hand, an individual's perceived attitude can
be achieved through encouragement. Hence,
organisations need to encourage their employees to par-
ticipate in security programmes. Training and encourage-
ment should be sustained over time to prevent security
attrition (Thomas, 2018) and must be incorporated with
work processes and human factors (Stewart, 2017). More-
over, the necessary awareness-raising or behavioural
change is not based on security warnings alone. Sending
various threat alerts to staff via email is no guarantee that
they will read or comply with the issue. Instead, the fo-
cus should be on practical training and communication
consistent with the organisation's mission and resources.

Cybersecurity improvement must be holistically aligned
with the organisation's mission and promote the corpo-
rate culture (Da Veiga & Martins, 2015; Tawileh et al.,
2007). This strategy may adversely impact the perceived
significance of cybersecurity knowledge. The messages
and the campaigns to raise security awareness must be
tailored to the target group. The degree of effectiveness of
a cybersecurity awareness programme facilitates the
evaluation of behaviour. Therefore, security culture (Da
Veiga & Martins, 2015), alignment of security training with
the organisation's mission, resources, cyber threat intel-
ligence and stakeholder engagement are all critical fac-
tors for a thriving security awareness culture.

Table 1 summarises the above studies, which conclude
that, in addition to organisation culture and leadership,
employee error and negligence are among the factors that
must be considered to prevent cyber attacks.

3. Case Study & Hypothesis Derivation

This case study looks at 20 health centres that were vic-
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is evident in both  research and much of the business
literature, which highlights the need for organisations to
introduce or embed security awareness training as a
method of preventing cybercrime and protecting corpo-
rate assets (Stewart & Jürjens, 2017; Sirur et al., 2018;
Wash & Cooper, 2018; Asai & Perez, 2012). While there
is some evidence that commitment to security training is
a core part of corporate culture and identity; there is little
evidence of such commitment from management and even
some employees in the 20 health sectors. Moreover, strat-
egies to create such commitment among management
and executives, who could have easily transferred their
willingness to employees, are not readily apparent. The
problems encountered by the 20 health centres are based
on their current methods of promoting security education
and training, together with the flexibility with which the

term 'security awareness training' is used in day-to-day
operations. This can also be explained by the evolving
misperception of security in the workplace, which encour-
ages ineffective security education and training. The 20
health centres in this study have yet to cultivate a culture
focused on employee security behaviour. This culture
should have encompassed the features and structures of
the procedures that provide the framework for their secu-
rity programmes. The organisations' current strategy does
not provide insight into their training outcomes and
cybersecurity culture. Therefore, the characteristics and
processes that signify a commitment to continuous se-
curity training for all employees and the creation or main-
tenance of a cybersecurity culture within the organisations
must be further identified and explored.

Despite all the technical strategies that the organisations
have put in place to defend against cyber threats fell vic-
tim to a cyber attack in 2020 during the COVID era. This
was due to staff being busy with COVID patients, which
prevented them from even learning about the latest threats
such as phishing attacks (Agrawal & Singh, 2016;
Chandra et al., 2016; Sharma & Yadav, 2015; Vyas et
al., 2015; Thomas et al., 2014; Dhanaraj & Karthikeyani,
2013; Teixeira et., 2020), leaving IT specialists with the
task of protecting an entire hardware network from at-
tack. The forensic experts tasked with investigating the
causes of the data breach at the 20 health centres con-
cluded that the primary cause was a phishing attack.

At this stage, it is clear that technology alone cannot
prevent cybercrime, which is why the human factor makes
an important contribution (Stewart & Jürjens 2017). Al-
though human actions are unpredictable and considered
the weakest link in the security chain, most of these mis-
takes and negligence could be corrected through con-
tinuous and strategic security awareness training and
education by qualified specialists or the security man-
ager (Nurse, 2018; ENISA, 2019; Nurse et al., 2011;

Table 2. Organisation cyber security hypothesis

Furnell & Thomson, 2009). Therefore, management should
not only invest in technical devices to mitigate cyber at-
tacks but also adopt a strategy to reduce the weaknesses
of their employees and make them aware  of information
security (Nurse, 2018; Furnell & Thomson, 2009). This
awareness should improve their threat intelligence and
educate them on security measures and actions to take
in case of threat events. In the next section of this study,
the staff of the 20 health centres will be analysed.

3.1 Hypothesis
Employees who work in an environment where
cybersecurity is a high priority are more likely to develop
effective cybersecurity habits. Creating a culture of
cybersecurity requires ongoing training to keep the con-
cepts fresh in employees' minds. Organisations should
invest in their employees' cyber literacy and additional
training to familiarise them with cyber threat alerts. This
is an investment in the company's success and employee
retention. Employees can master the rapidly evolving tech-
nology surrounding them through cyber security training
and cyber threat intelligence. Employees who are not
forced or motivated to learn are allowed to live in their
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pate in the training programmes with positive results. The
study hypotheses the following:

H3: High levels of perceived significance of cybersecurity
awareness and training cannot influence employees to
motivate cybersecurity behaviours.

The essential elements that influence individuals' behaviour
are their understanding, skills and awareness of cyber
security, as well as their perceptions, beliefs and views
(Arksey & O'Malley, 2005; Amankwa et al., 2015). How-
ever, the appropriate incentives needed to enhance secu-
rity behaviour still need to be discovered. Such behaviour
ought to take into account the ever-changing strategies
that hackers use to target users (Nurse, 2018, Iuga et al.,
2016; Amankwa et al. 2015). The study hypotheses the
following:

H4: The perceived significance of cybersecurity does not
positively impact cybersecurity behaviour.

Despite all the initiatives on employee training, it is nec-
essary to examine the impact of industry standards on
cybersecurity maturity. While organisations that adhere
to an industry certification such as (ISO27000 Family,
PCI, HIPAA, FIPPA, SOX, SOC, NIS, NIST, etc.) can take
advantage of this to improve cybersecurity education and
training for their employees, non-compliant organisations
may not feel obligated to allocate resources for employee
training. The study hypotheses the following:

H5: Compliance with an industry-standard improves em-
ployees' perceived cyber security and behaviour.

The issue of the human aspect as a possible source of
cyber-attacks in healthcare facilities is examined based
on the above five hypotheses. According to the research,
the human element needs to be improved to achieve a
successful level of cyber security. Neglecting staff en-
gagement in cybersecurity development can lead to inad-
equate programmes and activities. The research model
and definitions are presented in Table 2 and Figure 2.

The notion that regulatory compliance translates to secu-
rity is a frequent misconception. Organisations that ad-
here to an industry standard are more likely to see em-
ployee training as a prerequisite for improving security
culture than those that do not. Although "compliant" is
not synonymous with security, many organisations have
developed a misconception about the differences between
security and compliance. This serious misperception re-
mains regardless of the legal norm at hand.

This research project aims to illuminate more than just
the training programs and processes deployed in
organisations. It examines additional aspects of an
organisation's surroundings that contribute to the perva-
siveness of a learning culture or demonstrate the com-
mitment to supporting continuous learning inside a com-
pany. It also includes case studies of businesses estab-
lishing a cybersecurity culture at various stages.

comfort zones and do things their way, posing a threat to
the organisation. The following hypothesis is proposed in
the study.

H1: Improving staff intelligence of cyber threats through
knowledge and training will not protect an organisation
from cyberattacks.

The human aspect is critical for any organisation and re-
mains the weakest link in the chain of all defence sys-
tems. In this research, it is hypothesised that the human
element is a source of facilitation for cyber-attacks. Data
breaches in companies are primarily due to employee
negligence, including management, employees and ex-
ternal partners, which means that companies have not
adopted good policies and measures to improve the cyber
security of their employees.

Although data leaks attributed to human error, trust, se-
curity awareness training, and long-term sustainability can
improve an organisation's cybersecurity culture. Hence,
continuous training on cyber security issues is neces-
sary to keep staff updated. Cybersecurity awareness and
training programmes must support the organisation's busi-
ness needs and be relevant to the organisation's culture
and mission (ENISA, 2019; Santos-Olmo et al., 2016;
Dojkovski et al., 2007) to avoid security fatigue (Furnell &
Thomson, 2009). A robust cybersecurity culture is critical
to the employee behavioural challenges that underpin
security failures in organisations. Hence trust & self-effi-
cacy in cyber security behaviours, such as privacy in
internet use and computer protection, will promote em-
ployees' awareness of cyber security. Furthermore, per-
ceived security awareness is based on high cyber secu-
rity self-efficacy. The study puts forward the following hy-
pothesis.

H2: Cybersecurity trust & self-efficacy has no positive
influence on the perceived significance of cybersecurity
and raises cybersecurity culture.

When employees are confronted with the issue of
cybersecurity, they perceive its significance more strongly.
In other words: When employees learn about
cybersecurity, they have a more favourable opinion of
cybersecurity. Numerous research studies have exam-
ined perceived importance as one of the elements that
influence a person's desire to perform a behaviour (Stewart,
2021; Stewart & Jürjens, 2017; Pajares and Graham,
1999). Employees' perception of the value of cybersecurity
training programs plays a vital role in increasing their in-
centive to participate in and complete such programs (Tasi
& Tai, 2003).

According to Eccles & Wigfield (2002), individual motiva-
tion is positively related to the value or relevance of an
object or activity. Based on these assumptions, the per-
ceived value of cybersecurity awareness and training
programmes among employees is critical in evaluating
training programmes. It increases motivation to partici-
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Table 2A. Industrial compliance and human factor

Figure 1. Proposed Research Model - Raising Staff awareness of Cybersecurity in Health Centers

This research project aims to illuminate more than just
the training programs and processes deployed in
organisations. It examines additional aspects of an
organisation's surroundings that contribute to the perva-
siveness of a learning culture or demonstrate the commit-
ment to supporting continuous learning inside a company.
It also includes case studies of businesses establishing
a cybersecurity culture at various stages.

4. Methodology

The purpose of this research was to find the most influen-
tial factors affecting the human the component in improv

ing cybersecurity knowledge among healthcare workers
by using various regression models to test hypotheses
and conduct a comprehensive analysis of the results. We
began by using referenced databases to search for ar-
ticles on cybersecurity, and an empirical study was con-
ducted in 20 healthcare organisations in the US to obtain
the correlations needed for the analysis of this study.

4.1 Data Collection (Research design and Sample)
Data were collected using a standardised online ques-
tionnaire with open and closed questions. A survey was
selected to collect the necessary quantitative and quali-
tative data. A pilot test was first carried out with several
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Except H5, which was 0.5971 out of 15 reflective indica-
tors, the loadings of Hi, H2, H3, and H4 were all above the
threshold of 0.6 (Chin, 1998 a) (Table 2).

Consequently, the reliabilities of the individual items of
H1, H2, H3 and H4 are acceptable. The composite
reliabilities varied from 0.778 (Cyber security trust & self-
efficacy) to 0.900.

(Cyber threat intelligence), both of which are above the
recommended acceptable value of 0.7 (Fornell & Larcker,
1981), indicating that the measurement model ensures
construct-level reliability. Table 3 shows the composite
reliability indices. By comparing the average variance
extraction (AVE) between constructs to test discriminant
validity, it was found that all AVEs for the latent variables
measured by the reflective indicators are above the re-
quired minimum value of 0.5 and that the square root of
the AVE for each construct is greater than the correla-
tions with the other constructs. This result shows that
the measurement model ensures discriminant validity
(Chin, 1998b). The detailed AVE and correlation coeffi-
cients between the constructs are shown in Table 3.

Based on the Fornell-Larcker criterion, the measure of
discriminant validity proposed as the square root of the
AVE of each construct can be used to determine dis-
criminant validity if the value is greater than the other cor-
relation in the diagonal. For example, Table 3 shows that
the constructs PS of CTSE, CTI and CB have square roots
of 0.534, 0.451, 0.890 and 0.534, respectively, i.e. these
values are more significant than the correlation value of
the respective column. Thus, the result shows that the
discriminant validity is well established, as shown in Table
 3. The parsimony index (PCFI = .83) indicates that the
model fits as shown in Table 4, including the essential
parameters identified in the hypothesis. In this work, the
CMIN is not within the required (Chau, 1997), but still
between 0.05 and 0.08 and can be considered a suitable
model fit (MacCallum et al., 1996).

The bootstrap resampling method was used to evaluate
the structural model and test the path coefficients' signifi-
cance. The path coefficient method was first introduced
before (Wright, 1918) to relate the correlation coefficients
in multiple systems to the functional relationships be-
tween variables. Chin (1998b) recommended that 0.20 and
above 0.30 are ideal for standardised path coefficients.
The p-value is set to 0.05. Therefore, the path coefficients
were developed in this study at 0.20 and above. 0.30. In
the end, the result showed the significance of the path
coefficients from CTSE to PS and from PS to CB, as well
as the path coefficients from CTSE to PS and from PS to
CB. Although the impact of Cyber Threat Intelligence on
employees' behaviour was not empirically supported in
this study. Thus H1 is rejected. H5 is also dismissed, as
compliance with a standard has no significant impact on
employee behaviour in terms of perceived cybersecurity.
The results of the hypothesis tests are summarised in
Figure 2. Trust is essential in this study as it counteracts

respondents to test the questionnaire. The actual survey
was then conducted between March and May 2021. A
total of 20 health centres that have experienced a data
breach during the early stages of COVID-19 were con-
tacted by email. Thus, 20 companies received the link to
the online survey, and all 20 companies answered the
questions with a response rate of 19,9%. The companies
were asked to fill in a closed and open questionnaire. The
questions were designed with the topics discussed in
Section 2 in mind, such as security culture, security aware-
ness and training, motivation, perceived cybersecurity
adoption, tools, and how their current compliant standards
impact their company's cybersecurity adoption, aware-
ness, usage and perceived benefits of cybersecurity re-
silience. The data were analysed using Excel and SPSS.

4.2 Measures of Construct
Previous research measures and the constructs devel-
oped in this study are used to validate measurement er-
rors in the context of cyber security. The actions of trust
& self-efficacy were derived from the educational psychol-
ogy literature on cyber security (Bandura et al., 1996;
Choi, Fuqua, & Griffin, 2001), while the measures of the
perceived significance of cyber security to employees were
derived from Pajares and Graham (1999). The established
steps were modified to reflect the current state of cyber
security. Other constructs have been derived from this
study. The PLS graph is used in this paper to ascertain
the validity of the constructs and the structural coefficients.

5. Findings and Discussion

To test the hypotheses, different regression models were
used depending on the scale level of the dependent vari-
ables. In the following section, the correlations of the vari-
ables processed in the study are presented. As shown in
Table 1, each hypothesis was given a dependent con-
struct. For H1, the conditional construct is cyber threat
intelligence, which describes employees' ability to be in-
formed about current cyber threats, e.g., phishing email
threats. Trust & self-efficacy denotes H2 and refers to
employees' confidence and ability to perform behaviours
required to achieve specific goals. Employees' trust &
self-efficacy is a measure of their confidence and trust in
their ability to control their motivation, behaviour and so-
cial culture. Perceived cyber security significance denotes
H3. Here, according to perceived importance, employees
are asked to rank the significance of cybersecurity train-
ing and if the activity is important in preventing mistakes
and negligence. For H4, the dependent construct is
cybersecurity behaviour, which describes employees'
behaviour in protecting their computer from viruses (e.g.
not falling for phishing attempts and updating anti-virus
software), including internet browsing security, passport
security, social engineering and phishing threats. All four
constructs were measured on a five-point Likert scale from
"1" very low to "5"= very high. Partial Least Square (PLS)
is then used to test the model to specify both the rela-
tionships between constructs and the measures underly-
ing each construct (Lohmöller, 1989; Wold, 1982).
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Table 4. Final Confirmatory Factor Analysis Model for our Model Fit

Table 3. Correlations , composite & AVE of latent variables

Figure 2. Proposed Research Model Fit- Raising Staff awareness of Cybersecurity in Health Centers
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the risk and uncertainty associated with new, exploratory
or innovative behaviours. This study has provided practi-
cal evidence that trust improves employees' cybersecurity
behaviours.

After analysing the model fit, our empirical results con-
clude that all four constructs significantly influence em-
ployees' cybersecurity awareness, with three constructs
being more important. In this regard, the results suggest
a 1% level of power, and the empirical results indicate
that employees are more likely to change their
cybersecurity beliefs when they trust themselves. The
results in this paper confirm that the influence of compli-
ance with an industry standard has no direct or indirect
impact on employees' cybersecurity perceptions.

4.1 Univariate Analysis
Considering the results obtained in this study, as shown
in Table 3, there is sufficient evidence to support the re-
jection of H2, H3 and H4 as they all affect employee
behaviour towards cyber security, as there is a strong
correlation between self-efficacy and trust. The results
reject H5a, H5b, H5c, H5d and H5e with a confidence
level of 99%.

5. Limitations

This study is limited to 20 health centres in Germany,
which means that the results of this the analysis may not
be the same in other countries, demographic character-
istics, cultures and additional factors. Therefore, the study
focused on trust & self-efficacy, behaviour, cyber threat
intelligence and perceived cybersecurity.

6.Conclusion & Future Work

In connection with the topic of the influence of human
threats on cyber security in health centres, the responses
of 20 hospitals in Germany were analysed. The results
show that compliance with an industry standard or secu-
rity awareness training does not influence employees'
perception of cyber security or change their behaviour.
Rather, high cyber security trust & self-efficacy and cyber
threat intelligence will impact employees' attitudes towards
cyber security, such as how they handle phishing emails,
vishing calls, software security updates, antivirus updates
and their social media behaviour. These two factors will
then highlight their role in the cybersecurity chain, which
will also affect their perceived significance of cybersecurity
and the impact of their negligence on the company. This
can be achieved through sustained motivation, communi-
cation, group sessions and one-to-one meetings that al-
low employees to address cyber security issues, their
shortcomings and their cyber security challenges.

In the other areas, no difference was found between stan-
dard-compliant and non-standard-compliant, with almost
half of the companies in this study adhering to a specific
industry standard. In addition, informal variables such as
trust play an essential role in developing a cybersecurity

culture. The combination of confidence & self-efficacy and
perceived cybersecurity, as well as cyber threat intelli-
gence, has a significant impact on individuals and in-
creases cybersecurity awareness and significance. In
addition, employees may need to be made aware of what
constitutes risky security behaviour for a company, so
sharing information about cyber threats may influence
security behaviour.

 Trust is a crucial driver for this work as it helps to reduce
the sense of risk and uncertainty associated with cyber
security behaviours. Trust can improve an individual's un-
derstanding of the characteristics of a particular technol-
ogy and its impact on their behaviour. In this study and
previous literature, emphasis has been placed on
cybersecurity training and awareness-raising for employ-
ees in areas such as phishing and social engineering.
However, training alone can only improve cybersecurity
culture if addressing the psychological backgrounds of
employees that foster their negligence and mistakes or
security fatigue. The 20 companies in this study had imple-
mented various cybersecurity training, but they needed
more to protect them from cyberattacks.

As a rule of thumb, this study shows that simply training
employees will not prevent cyber attacks. Therefore, im-
proving employees' perception of cyber security, sustained
training and continuous individual assessment are the
driving forces that can improve their security posture.
Furthermore, compliance does not convey the security,
so integrating information security management systems
such as the ISO family does not necessarily impact em-
ployee behaviour. As mentioned earlier, this study was
conducted in Germany and may have different implica-
tions for other health centres in other countries.

This study highlights the relevance of further research on
cybersecurity in health centres, especially in this day
and age when healthcare organisations are faced with
advancing digitalisation.
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