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ABSTRACT: Firstly, this paper gives a data aggregation
algorithm based on learning automata to solve the prob-
lem that the existing data aggregation algorithm can’t solve,
the uneven energy cost, and the existing algorithm can’t
change the gathering path dynamically existing the over-
head environment. In the proposed method, nodes can
change its gathering path to adjust the overhead environ-
ment. All the nodes of WSN equipped with a learning
automata. These leaning automata learn all the gather-
ing path of the nodes. In the process of transmit informa-
tion two kinds of data are transmitted, including data
packet, knowledge packet .When the information of the
nodes changes, according to the feedback of the nods,
the learning automata gives the reward or punish to the
current gathering path, which help to find the best gather-
ing path. Secondly, this paper improved the wavelet data
compression algorithm, which was brought out as the
correlation between different data. The algorithm do not
reduce much of the data relate to the original data. After
the wavelet data compression, Huffman coding compres-
sion algorithm will improve the data compression ratio.
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1. Introduction

1.1. Data Compression Algorithm Based on Wireless
Sensor Networks
Shows the characteristics of wireless sensor networks,
wireless sensor networks in the information transfer pro-
cess will consume most of the energy node. The intro-
duction of learning automata in wireless sensor networks,
data fusion, to wireless sensor networks carrying data
fusion can dynamically select the optimal integration path.
After the use of multi-mode data compression, data com-
pression in wireless sensor networks, data fusion. En-
hance data fusion and data compression rate, extending
the life of wireless sensor networks.

Assume that N sensor network nodes S1, S2, ..., the SN
scattered randomly in a L x L rectangular area, used to
monitor the particular phenomenon of , such as tem-
perature, humidity, and so on. To indicate the location of
each node (xi, yi). Each node is detected during the 
and the use of multi-hop routing information will be re-
corded  reported to the base station. A small positive

number  set up, then 
i
 and 

i
 are almost

equal, and can be aggregated.

Suppose that  in a dense sensor network, the value of the

measured 
i
 in a specific area  is basically the

same, then the node Si for 
i
 and 

i
 can be aggregated,

. A following the performance of Y is divided into
M regions, respectively  .

(1) 

(2) 
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(3) ; for 

(4) 

Assume that each region  can be approximated by the
circular area a (Xk, Yk) as the center and radius Rk. At
the same time assuming a different location in the net-
work,  changes over time and is constantly changing,

and therefore , is not a static area, the

location and radius of each region in the life cycle of the
wireless sensor network is constantly changing.

 The purpose of the wireless sensor network is the
location of the collection of nodes of the cycle, in which

 the radius of the area and collect the information .
And periodically collected all kinds of information to pass
to the node of the network's base station.

After the route discovery phase, each node in the time
interval t after the node is passed to the base station.
During the routing phase, each node in a data fusion,
learning automata to select the best route to the base
station to transmit data packets. Each node through au-
tomatic machine learning to find the best neighbor of the
information transmitted to the base station.

Learning Automata (LA) associated to the node Si pro-
posed LAi | the RLi | kinds of action, choose to go to every
act of the possibility of probability are set to 1 / RLi|. LAi
every action corresponds to the corresponding | the RLi |
in a neighbor used to send information to the base sta-
tion. When the node Si is the active node, and have mea-
sured the relevant information, the node will send a signal
to bring their own automata, choose one of its neighbor
nodes to the measured information to the base station
requests automata. Stage in the automatic machine learn-
ing routing data to be aggregated. The choice made by
the automaton, the return signal reward or punishment,
reward or punishment given by returning signal will cause
the current routing path is selected, the probability of
change will be given by a neighbor node.

For two random movement of nodes Si, from its neighbor
node receives two different packages; packet of the packet
and knowledge. For packet storage should be measured,
such as temperature, as well as the location of the infor-
mation. Knowledge package is made for the packet is-
sued by Si reaction and answer. The information is as
follows.

Ki represents the number of packets aggregated into this
package.


i
K Represents the use of (1) calculated from the aggre-

gated data.

 = (1)

Where n is the node Si received packet number.

(XiKi, yiKi) represented by the formula (2) calculated from
the aggregate location information.

(2)

Received packet will be temporarily stored and will be
the next activity of the nodes of Si.

Node Si, N action will result in the following. Si set Ki = 1.

Si perceive the surrounding environment and measure-
ment 

i
.

SiSetup 
i
, K

i 
= 

i
, xiKi = xi  yiKi = yi

If the next n-1 action in the new packet is received. So, Si
creates a packet, the contents of the packet is 

i
, K

i 
,

, 


i
, K

i 
 -

j
, K

j
 (3)

If a packet was received  n  action, then each receives
a packet, if the formula (3), will be handled as follows:

 Is a threshold value representing the maximum differ-
ence of the measured data is less than it, the data fusion
can

To be executed.
(1) Siusing (4) for data integration

   K
i 
•

i 
K

i 
+ K

j  
• 

i 
, K

j


i
, K

i 


           K
i 
+K

j

(2) Siusing (5) the integration of location information.

(5)

(3) Set Ki = Ki + Kj

(4) The rate of fusion by the use of (6) calculated data

   (6)

(5) The feedback of the environment as a knowledge packet
is sent back to the node of Sj. Si creates a data packet,

 (4)
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the contents of the packet is 
i 
K

i 
, (x

i
 K

i
, y

i
 K

i
), K

i
 .

Ket data to the new collection from node Si, if not satis-
fied (1-1) will be passed to the neighbor K.

Received the knowledge contained in the packet of node
Si, LAi punish or reward this action. If DAR

k , j 
 is greater

than the acceptable efficiency. The action then K will be
in accordance with the formula (7) to the reward.

(7)

 Learning automata routing collection LAi select
the action corresponding to the node, to determine the
new aggregate data should be sent to which neighbor.

The newly created packets, and pac Otherwise, the pun-
ishment will be in accordance with the formula (1-8).

 (8)

If the node Si, did not receive any knowledge of
the packet from the node Sk LAi (8) to punish the se-
lected action. (8) In the value of DAR

k , j
 by default to 0.

Node Si to be re-passed measure to the information, ex-
clude RLi in Sk node. RLi in the existence of other neigh-
bor nodes, node Si will it all neighbor nodes issue route
request, if a neighbor node of Sj receives the request, and
the node Sj not in the list RLi node Sj reply to route reply
information. Node Si statistical received route reply mes-
sage, and add the node to itself RLi list. If the node Si and
did not receive any route reply, so at this time, this node
is already a "dead node", and for the entire wireless sen-
sor network, the network lifetime is over.

Secondary route selection algorithm for the TLA-DA, need
to consider when selecting a neighbor node, the change
in the routing path the node to be the two nodes of the
data fusion. Shown in Figure 1, if you use the basic rout-
ing algorithm, node S1 will be randomly selected nodes in
the same region S2, S3, S4, to send a packet thus trans-
ferred to the sensor network base station and it is. Sec-
ondary route selection algorithm will select the node S4,
because the next neighbor node S4 to S5 is exactly within
the domain where also node S1 can be better data inte-
gration.

The second routing algorithm: any node Si n times in
the data fusion process, from its neighbor node Sj packet
is received by (6) and (7) to calculate the value of DAR

i, j
,

and then again by (9) to calculate the  E-DAR
i, j

, E-DAR
i ,j

is calculated, will be returned as a node Si of feedback to
node Sj.

   (9)

Where MRR
i
 represents a node Si receives the greatest

reward. MRR
i
 defined in equation (10):

 (10)

Where max values represent the beginning to calculate
the max value of this time node Si received all feedback
from the wireless sensor networks.

Through the secondary route selection algorithm, the
greater the value in the network shown in Figure 1, node
S2 is  M R R obtained by calculating the value node S3, S4.
DAR

k , j 
for the three nodes is the same node, but the value

of S2 greater than the value of the other two nodes, so the
result when the rate of node S1 choose a neighbor node,
the node S2 is selected to be greater than the node S3 S4,
and the node.

When a node in the same area were unable to find the
neighbor nodes for data fusion, as in Figure 1 node S5, in
the same area were unable to find neighbor nodes for
data fusion, the S5 will choose a node S8, S9 maximum
residual energy of nodes as data integration neighbors.
In the second routing algorithm, in a region boundary node
to the node to transfer data outside the region will choose
the node with the most remaining energy for data trans-
mission. Secondary route selection algorithm, data fu-
sion in the same region 

k
  first consideration is the ratio

of the level of data fusion between different regions during
the data fusion is the first consideration with the highest
residual energy node data fusion.

Figure 1. Node Environment Maps

Second choice routing algorithm, when node Si by the
neighbor the Sj passed over packet during feedback the
same time, learning automata calculated the value of E-
DAR

i ,j
. If this aggregate is higher than the acceptable

data fusion, then the node Si will be an acceptable learn-
ing automata  feedback signal. If the adjacent node in a
different area, then when the Si feedback to the learn
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ing automaton, it is necessary to take into account the
residual energy of nodes. How the feedback signal is given
to decision-making according to the number of the node
residual energy. If the current energy surplus ratio of  NRE

i
is higher than the acceptable rate, then back to the L-
reward signal, otherwise the feedback signal to LA

j
 pun-

ishment

(11)

Where existing energy EL
i
 on behalf of the sensor nodes,

MaxEnergyLevels represents the sensor network node with
all the energy at the outset.

2. Wavelet Multi-mode Compression Algorithm

Wireless sensor network node in the practical applica-
tion of the process, each node usually needs to collect
different types of information. Often collected by different
data, the data of different data by the variation between
the data and performance. In this paper, in order to facili-
tate description of some of the definition of the concept.

Wireless sensor networks by learning automata by do-
main, when the nodes in the cluster receives the data of
neighbors over P and P packets each including measured
values of Q different types of measurement information,
sonode to collect the amount of information for P * Q re-
ceives the P data is divided into P columns, each column
represent the same measurement information signal val-
ues, respectively, X

1
 , ..., X

p
 represents. First of all, pass

the P column of data according to the following algorithm.

Input: P different types of observation collection {X1, X2,
..., Xp}, the relevance of a threshold 

Output: Handling the collection of the data sequence,
the degree of coupling is greater than 

For i from 1 to p

int flag[i] =0

if flag[i]=0

for each Xi {X1, X2, …, Xp} do
record corr(xi, xj)
if( )

// If the data is greater than a given threshold
flag[i] = “Z”, insert (j, array[i]) /// Ji where the se-
quence is inserted into

return j+1

The value of the received data, each of which is an array
collection. The first item in each collection is the charac-

teristic sequences of other items in the collection of re-
lated sequences, then the collection of array processing.
Each set of data on the data processing are strongly cor-
related, meaning that there is a linear relationship can be
used in a straight line representation of data collection
between. The straight line is the slope of slash, set the
relationship expressed as y = ax + b. The straight line

Sensor networks usually measured in the practical appli-
cation of the same kind of data, the temporal correlation
and spatial correlation, and processing these data, they
usually use the wavelet transform, commonly used wave-
let transform Harry, Daubechies, Coiflet Symlet, Meyer,
Morlet and Mexican Hat. Relatively speaking, Harr wave-
let is a wavelet transform in a simple way. Length 2n sig-

nal , Averaging with details of the
application to the

 Hutchison

,  is multi-level Harr

wavelet transform decomposition process and the recon-
struction process can be used in Figure 2 and Figure 3.

Figure 2. The Wavelet Decomposition Process Diagram In

Figure 3. Wavelet Reconstruction Process Diagram In

The Harr algorithm 3 wavelet decomposition of the space
- frequency structure shown in Figure 4.

Figure 4. Spaces - Frequency Chart

L2 H2 H1 H0
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According to the above-described fast Harr wavelet trans-
form wavelet analysis - frequency structure shown in Fig-
ure 4. For wavelet transform, wireless sensor networks
to collect data transformation, compared to the high-fre-
quency part of most of the coefficient value of approxi-
mately 0, most of the energy is concentrated in the low
frequency coefficients. Shown in Figure 4, after the initial
signal after the wavelet transform broken down into three
parts h0h1h2 high-frequency part of the L2 part of the
low-frequency part. For the above data after wavelet clas-
sification, most of its high-frequency part of the coeffi-
cient is 0. RLE is characterized by relatively simple, and
easy. RLE compression effect and the average run length
and the number of pending compressed data will be a
recurring character.

Huffman compression by Huffman coding (Huffman cod-
ing) in the fifties of last century, Huffman coding is a kind
of variable length coding (VLC). Its high coding efficiency,
computational speed is fast, flexible way, Huffman cod-
ing is widely used on the application of the Huffman cod-
ing such as JPEG.

Huffman coding is based on the probability of the source
signal is encoded to appear shorter the higher the prob-
ability of symbol for the design of the code word, on the
contrary the smaller the probability of the symbol, its cor-
responding code word is the longer, thus average less
yards long. Theoretical studies have shown that the
Huffman coding method is close to the entropy of the
source.

Binary tree with n nodes, the full binary tree or a com-
plete binary tree with minimum path length, the length of
the binary tree with the right path:

Where: n is the number of terminal nodes of a binary
tree; the Wi is the weight of the i-th terminal node; of Li for
the length of the path from the root to the i-th terminal
node. Suppose there are n weights {W1, W2,, ..., Wn}, con-
struct a binary tree of n terminal nodes. Each terminal
node of the weight of Wi. Obviously, this binary tree can
be constructed out of trees, which there must be a
weighted path length of the smallest binary tree, the tree
binary tree called Huffman tree (Huffman), also known as
the optimal tree. The right value node in the Huffman tree,
the closer to the root node.

The pseudo code of the binary tree constructed as fol-
lows:
void CreateHuffmanTree (HuffmanTree T)
{// Construct the Huffman tree, T [m-1] for its root
an int i, p1, p2;
InitHuffmanTree (T); // T-initialization
InputWeight (T); // input the value of the leaves
of the right to T [0. . weight domain of n-1]
for (i = n; i <m; i + +)

{// N-1 merger, the new node is in turn stored in
T [i]
SelectMin (T, i-1, & p1, & p2);
// T [0. . i-1] to select the smallest root of two
weights, serial numbers, respectively, p1 and p2
T [p1] parent = T [p2, parent = i;
TIi] .1 child = p1;
// Minimum weight of the root node is the left
child of the new node
T [j]. Rchild = p2; // small right to the root of the
right child of the new node
T [i] weight = T-[p1]. Weight + of T [p2]. Weight;
} // End for

Shown in Figure 5 three binary tree has four leaf nodes,
and with the same weights 5, 4, 1, 2. Three binary tree
with the right path length, respectively, as follows:

WPL = 5 × 2 +4 × (2 +1) × 2 +2 × 2

WPL = 5 × 3 +4 × 3 +1 × 1 +2 × 2

WPL = 5 × 1 +4 × 2 +1 × 3 +2 × 3

The length of the binary tree c with the right path, so that
c is the Huffman number, and shows that the minimum
weighted path length of the tree is not necessarily a com-
plete binary tree.

Figure 5. Binary Tree

Huffman coding, the Huffman tree is created, agreed to
the left branch, said the character "0", the right branch of
the character "a". You can use a string of characters from
the branch of the root node to leaf nodes in the path as
the character encoding of the leaf section. Figure 5 a, b,
c, d four nodes can be Huffman coding and encoding of a
0, b encoded as 10, c is encoded as 110, d is encoded
as 111. The encoding process shown in Figure 6.

Figure 6. Huffman Coding Schematic
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If the source file is aaabbbaaaccddabdd "need l8Byte of
storage space, the use of Huffman compressed binary
encoding is: 111111010111111 000101010000110110 the
just 4Byte + lBit storage space, and Huffman coding of
the source file can save nearly 14Byte of storage space.

In terms of data compression for wireless sensor networks,
through optimization of the algorithm and the algorithm
computation time to save energy consumption in wire-
less sensor networks, data transmission process is a
very big impact. From the compressed data, decompress
the reconstruction quality, make the wavelet coefficients
of the energy loss are kept to a minimum. Therefore,
based on the actual situation on the wavelet transform
coefficient of the allocation of the "adaptive" threshold.
Harr transform the wavelet data compression based on
low frequency data after compression, Huffman coding,
under the premise of ensuring data quality, improve the
data compression rate.

Formal language based on a combination of both data
compression method is described as follows:

Input: P different types of observation collection
{X1, X2, ..., Xp}, the correlation threshold.

Output: After Huffman coding Harr transform the
low-frequency data compression data.

Corr (Xi, Xj), 1 = i = p; 1 = j = p;

// Calculate the data of the input data sequence
correlation

if Corr (Xi, Xj)> , insert (j, arry [i]);

// Preprocess the data, the data of the data is
greater than e is divided into a data sequence the
if lenth (arry [i])> 1, Harr, (arry [i]);

// If the number of elements and process data
collection is greater than 1, the data memory Harr
transform

The RLE (h0, h1, h2); / RLE / high-frequency data
Huffman, (L2); // Huffman coding low frequency
data

end;

3. Simulation Experiments and Results Analysis

The experiment mimics the six different temperatures,
position and movement speed of the external environment.
Mobile simulation environment limited the boundaries of
wireless sensor networks, when the environment mobile
wireless sensor network boundary, then the environment
will be toward its original direction of movement in the
opposite direction and move in order to ensure that all
nodes in a simulation environment . Moving speed of the

environment according to µ = 0.001,  = 0.0001 normal
distribution random selection. In experiments based on
learning automata data aggregation algorithm parameters
alpha, beta is set to 0.1, and the acceptable range of
compression settings of e quilt is set to 5. Q-Learning
algorithm of the parameter a is set to 0.1, beta is set to
0.01. Nodes every 10s to the base station sends a data
rate of data reception is set to 0.85. In this experiment,
called LA-DA algorithm, known as the secondary route
selection algorithm based on LA-DA algorithm to improve
the algorithm for the TLA-DA algorithm based on learning
automata for wireless sensor networks data fusion algo-
rithm.

The packet number of the comparison. Figure 7 shows
the experimental simulation environment based on learn-
ing automata for wireless sensor networks data fusion
algorithm described in this article to the other three algo-
rithms comparison of the number of packets received.

Figure 7. Comparison Chart of Number of Packets of Base
Station Receives

The number of packets shown in Figure 7, with the in-
crease of the number of nodes, four algorithms receiver
to an uptrend, but the amount of the received data is based
on data fusion algorithm for learning automata with the
increase of the number of nodes, data the amount of in-
crease is far less than other nodes.

Figure 8. 500-node sensor network when µ region [0-0.05]
within the region changes, the base station receives the
total amount of data comparison.

Figure 8. Comparison Chart of Number of Packets of Base
Station Receives When  Value Changes
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Figure 10. Energy Consumption When µ Value Changes

4. Conclusions

Wireless sensor networks are widely used in medical in-
formation gathering, military information collection, envi-
ronmental protection, monitoring, traffic monitoring, and
other fields. Wireless sensor network nodes due to lim-
ited energy carried, resulting in limited sensor networks,
energy-saving life. In this paper, the wireless sensor net-
works, data fusion, data compression field, overheating
node for the existing network data fusion algorithm, and
cannot meet the dynamic changes of the external envi-
ronment; and existing network data compression algo-
rithm is not satisfied with the problems were analyzed.

Simulation results show that learning automata-based data
algorithms for data aggregation, while the location of the
node of polymerization; and learning automata response
to the dynamic adjustment of the aggregate path for the
data in the environment is a high degree of transformation
vary greatly improve its data fusion rate. Improved wavelet
multi-mode data compression algorithm, which greatly
improved the compression ratio of the algorithm, and no
loss of accuracy of data, to extend the life of sensor net-
works. For improved wavelet multimode data compres-
sion algorithm, when the data coupling threshold value
set is small, the data compression rate increases, the
accuracy of the data will fall. This will serve as the direc-
tion of future research efforts.
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