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ABSTRACT: This article shows a comparative study of five algorithms to solve the Capacity Vehicles Routing Problem
(CVRP). The first two compared methods use the well-known k-Nearest Neighbor (kNN) algorithm; one of these searches for
the Hamiltonian Cycle and then split the route into several subroutes according to the number of vehicles and customers, the
other one assigns individual vehicles in order to obtain a route until the capacity of vehicle is exhausted and go back to the
depot. The third of them is a Genetic algorithm with an improved cross-over operator to obtain better solutions. The four and
five algorithms were Simulated Annealing and Tabu Search, respectively.The set of test instances used to compare the
performance of the algorithms corresponds to the well-known set of instances used by the specialized community a proposed
by Augerat in 1995. The genetic algorithm proves to find a shorter path and to be closer to the optimal values of the tested
dataset, but on the contrary it takes a little longer. On the other hand, Tabu Search shows a similar behavior to Genetic
algorithm but results were achieved in shortest time than the Genetic.
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1. Introduction

Currently, the entire industry requires transporting and distributing the products it manufactures, which is why it requires
finding solutions that ensure delivery by investing the minimum of resources, this problem is known as Vehicle Routing Problem
(VRP)[7]. The formulation of VRP was proposed by Dantzig and Ramser in 1959 [9]. The VRP consists of finding the optimal
route for one or more vehicles to deliver a product to a set of customers, considering the existence of one or more depots and
several customers [1]. The VRP by itself does not consider the capacity of the vehicle [17], nonetheless, the Capacitated Vehicle
Routing Problem variant incorporates a restriction directly related to the capacity of the vehicles, which plays a very important
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role in the distribution task. The CVRP consists of determining the routes that should be used to deliver customer orders,
considering extracting the product from a depot and taking it to the location of each of the customers, for which the following
restrictions must be considered a) the capacity of the vehicle, b) the demand of each customer is less than or equal to the
capacity of the vehicle, since it is only visited once, c) the route begins and ends at the depot [7]. There are many applications
of CVRP for industries that require logistics as a means for the supply, production and dispersion of products whose purpose
is the reduction of distances, delivery times and consequently, the total costs associated with the distribution process [19]. The
CVRP is an NP-hard problem, which means that the solution to the problem is complex and there are no exact algorithms to solve
cases involving large numbers of customers [9]. Nowadays, it is known that exact methods obtain optimal solutions when are
applied to solve small instances. Therefore, it is necessary the use of approximate paradigms as metaheuristics for solving real
cases.

A plenty of methods have been developed in order to solve the CVRP. All the attempts trying to find the algorithm that offers the
best results in all instances. Despite all the efforts, it is important to consider the advantages that the development of simple
heuristics brings, against the complexity that the development of metaheuristics implies, which generally require more execution
time.

This article shows the comparison of five methods to solve the CVRP problem where they are approximate algorithms based on
the use of the kNN algorithm and the other three are the Genetic, Simulated Annealing and Tabu Search metaheuristic algorithms,
which have shown to obtain good results. when solving optimization problems. The rest of the article is structured as follows:
Section 2 presents the mathematical model that corresponds to the CVRP. Section 2 presents work related to solve the CVRP.
Section 4 describes each one of the five evaluated algorithms. Section 5 describes the dataset used for experimentation. Section
6 presents the obtained experimental results. Finally, Section 6 shows the conclusion of this work.

2. Mathematical Model of CVRP

The CVRP belongs to the class of node routing problems, in which tasks are associated with nodes of the network. The CVRP
can be formally defined as follows [20]: let G = (V, E) be a complete undirected graph, where V = {v
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of customer. In CVRP, vehicle k(k  M) starts and end at the depot. The total demand of any route cannot exceed the vehicle
capacity limit Q, each customer is served by only one vehicle. The goal of CVRP is to determine a set of maximum m routes and
keeps the total route to a minimum cost, considering the following:

Decision variable:

1, if vehicle k from customer i to j
0, Otherwise

Objective function:
1. minimizing the total distance

Constraints:
1. Each route starts and ends at the depot

2. The total demand of any route does not exceed the total vehicle capacity

3. Each customer is visited once by only one vehicle

According to the variables and parameters previously expressed, the problem can be expressed as follows:

xk
ij 

 = {  (1)

 (2)
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 (3)

(4)
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(6)

3. Related work

In this section some work devoted to solve the CVRP where the algorithms compared in this work were used for experimentation.
In 2019 Rabbouch [14] proposed an algorithm based in the Simulated Annealing algorithm which has shown an effective
technique for solving this problem. Nonetheless, he found that the Simulated Annealing algorithm is slow to converge and reach
a global optimal value. Li et al. [10] proposed the generation of a hybrid algorithm mixing the benefits of the Simulated Annealing
and Tabu Search algorithms, considering that the algorithms find good solutions in optimization cases. Wang and Lu [18]
developed an algorithm based in the Genetic algorithm because it has proven to found good solutions for VRP. Wang an Lu
affirm that one of the disadvantages of the Genetic algorithm is that it depends on the initial solution, to solve the disadvantage
they apply heuristic techniques to explore in the space of solutions and obtain a good initial solution. Caballero et al. [4]
proposed the development of an algorithm based on the Tabu Search, which is used to generate a set of initial solutions and
through the application of the genetic algorithm it is sought that the solutions are improved.

Nazif and Lee [12] developed an algorithm based in the Genetic, which incorporates an improved crossover operator consisting
of a complete bipartite graph. Perwira et al. [13] proposed a Simulated Annealing algorithm which was compared against the
Nearest Neighbor finding approximated differences amongst 5 % between reported values. The author concludes mentioning
that Simulated Annealing outperforms the Nearest Neighbor. Masudin et al. [11] proposed the comparison between the Nearest
Neighbor and Tabu Search algorithms, finding that Tabu Search outperforms on 10 % the travel in comparison to Nearest
Neighbor. Fitriani et al. [6] applied the Nearest Neighbor algorithm to solve a real CVRP case and compared it against other two
heuristics. The results showed a better performance of Nearest Neighbor than the Sequential Insertion algorithm and a worse
performance than the Saving Matrix algorithm. Kulkarni et al. [8] presented a comparative between the NN algorithm against the
NN with capacity restrictions where is observed that the algorithm NN with capacity restrictions obtains a reduction in distance
in comparison to the NN algorithm. Ramirez et. al [15] compared the Nearest Neighbor against Genetic algorithm when solving
the CVRP, they found a better performance for the Nearest Neighbor because only two of ten cases were better solved by the
Genetic and the performance was longer than the Nearest Neighbor.

4. Comparison of Methods for solving CVRP

In this work, five strategies have been implemented to solve the CVRP problem in order to evaluated the performance for
findings solutions and the execution time required to find the solution. The first apply the wellknown k-Nearest Neighbor
algorithm, the second corresponds to the k-Nearest Neighbor algorithm incorporating constrains of capacity, the third one is the
Genetic algorithm, the four was Simulated Annealing algorithm, and the five was the Tabu Search. The representation of the
information, detail of the algorithms and representation of the solutions is shown following.

4.1. K-Nearest Neighbor algorithm
In this method the k-Nearest Neighbor algorithm is applied to find the route, where the node nearest will be the next served node.
The algorithm looks for the Hamiltonian Cycle and then split the route into several subroutes according to the number of
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vehicles and customers. The obtained route corresponds to the path conformed by a set of vehicles that satisfy the customer
demands in several places (nodes). The first vehicle starts from the depot (0), serves the nodes according to the Hamiltonian
cycle route until the capacity of vehicle is exhausted. After that the vehicle comes back to depot (0) and starts serving the
balance demand of last served node and proceeds on route until all the nodes are served[16]. The algorithm considers the use
of one vehicle at a time.

The algorithm of k-Nearest Neighbor is summarized as the following

1. Input the transportation matrix, demand vector, and capacity of vehicles.

2. Find the Hamiltonian circuit using nearest neighbor, starts at the Depot, visits all nodes, and returns to the Depot.

3. Computes the cost of the Hamiltonian circuit.

4. Computes the total demand

5. Computes the number of vehicles required by satisfy the total demand.

6. While (total demand > 0)

• Starts the path marked by the Hamiltonian circuit from the Depot until the capacity of vehicle is exhausted.

• The vehicle returns to the Depot.

• Computes the total cost incurred from start node (Depot) to end (Depot again).

• Accumulate the value of the cost of the trip with the previous.

• Update the route without considering the served nodes.

7. Output the results

4.2 k-Nearest Neighbor + Capacity constraint algorithm
This method uses Capacity constraint and Nearest Neighbor algorithms simultaneously. First, a vehicle leaves the depot (0) with
its full capacity and distributes to the customers (nodes) that are closest to the depot until the product is finished. Subse-
quently, the route is recalculated with the nodes not served or partially served and the process is repeated until all clients are
served [16].

The algorithm is summarized as following:

1. Input the transportation matrix, demand vector, capacity of vehicles.

2. While (total demand > 0)

• Starts the route with a vehicle using nearest neighbor, starts at the Depot, visits nodes until capacity exhausted, and returns
to the Depot.

• The vehicle returns to the Depot.

• Computes the total cost incurred from start node (Depot) to end (Depot again).

• Accumulate the value of the cost of the trip with the previous.

• Update total demand with unserved nodes.
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3. Output the results.

4.3 Genetic algorithm
The genetic algorithm bases its search on recombining a solution. Its name is born in imitation of the process of evolution and
uses the idea of natural selection [19].

This algorithm works with a population of individuals that represent a feasible solution for a determined problem, likewise, each
individual is assigned a value related to the goodness of said solution. If an individual is better suited to the problem, it will have
a better chance of being selected for breeding by crossing with another individual that was selected in the same way to produce
better offspring. Otherwise, if an individual fails to adapt to the problem, it will have a lower chance of being selected for
reproduction. In this way, a new population of individuals is created (possible solutions) that replace the previous solutions
where the propagation of the best solutions is favored during subsequent generations. In general the algorithm can be de-
scribed as follows:

1. For the initial population, 500 individuals are considered to have a more extensive search for better solutions, based on the
initial solution obtained with the nearest neighbor algorithm. The population of individuals is randomly generated.

2. A cross of individuals with a probability of 0.90 was used to generate offspring. For each pair of individuals selected to cross
(parents) two children are generated with the elements of the first parent plus the elements found in the second parent. For this
work, the simple point cross was implemented.

3. To avoid stagnation in local optimums, the mutation was applied with a probability of 0.1 for each of the elements (genes) of
each of the individuals. The mutation was made by exchanging a pair of positions in the same individual.

4. After the crossover and mutation stages, each individual of the new generated population is evaluated and the individual with
the best fitness is incorporated into the next generation (elitism).

5. Because the selective factor is important to reach a better solution [10], a roulette type selection is applied. With this selection,
the set of individuals that will have the possibility of interbreeding to form better solutions was formed.

6. This process is repeated for a finite number of iterations in order to gradually improve the solutions. In this implementation the
algorithm stops after 1000 generations.

4.4. Simulated Annealing algorithm
This algorithm simulates the evolution of an unstable physical system from thermodynamic equilibrium to a fixed temperature.
In each cycle a new solution (x') is randomly selected from the neighborhoods of the current solution (x). This algorithm accepts
new solutions according to two criteria: i) the value of the objective function of the new solution is better and ii) the value of the
objective function of the new solution is worse, and a random value generated between zero and one is less than the difference
between the current solution and the new solution divided by the system temperature T. The system temperature is set to a value
T

0
 at the start of the algorithm. This value decreases every n cycles proportionally to a cooling factor [5].

The initial temperature (T
i
), final temperature (T

f
 ) and cooling (F

f
 ) constants were established as follows:

T
i
 = 100, T

f
 = 0.01 and F

f
 = 0.999. For each temperature, the number of iterations in the Metropolis cycle [55] was set to 100. The

following steps represents the algorithm.

1. The initial solution was obtained by applying the kNN algorithm.

2. In each iteration of the Metropolis cycle, a new solution is generated by changing the order of the elements of the initial
solution as mentioned in [54], selecting 2 elements at random and using the reversal, exchange or insertion operators.

3. If the new solution is better than the initial solution, this new solution will now be the initial solution in the next iteration. But
if the new solution is worse, it is also taken into account, since the Simulated Annealing algorithm allows escaping local optima
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by accepting worse solutions to expand its search in a global range, not just a local one [14]. The worst solutions are accepted
as long as the Boltzmann probability P = e-(x '-x)/Ti is greater than a random value generated between zero and one. If the  condition
is not met, the initial solution remains unchanged and the full loop is started again for 100 iterations.

4. Once the 100 iterations of the Metropolis cycle have finished, the temperature is decreased and another cycle is started with
the best solution found.

5. The algorithm stops until (T
i
) (T

f
 )

4.5. Tabu Search Algorithm
The Tabu Search algorithm explores the solution space by repeatedly moving from one solution to the best of its neighbors
trying to avoid local optima. The main attributes of each visited solution are stored in a tabu list for a certain number of iterations
to prevent these solutions from being revisited, that is, to avoid cycles in the search by environments [15]. The following steps
represents the implementation.

1. The initial solution was obtained by applying the kNN algorithm.

2. For the generation of the neighborhood, the exchange operator is used, for which two elements are selected at random and
later they are exchanged considering only the feasible solutions.

3. The best solution is selected and the best move is added to the tabu list for 2 iterations.

Table 1. Characteristics of the dataset
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4. For this work, the objective aspiration criterion is considered, and it indicates that a tabu movement is admitted if the
movement produces a better solution than the best solution obtained so far [3].

Based on the experiments carried out in the algorithm, on this aspiration criterion it is maintained that if a movement that is
considered taboo improves 10% of the current solution, the restriction is eliminated so that this movement improves the current
solution.

5. Dataset

The group of instances used to evaluate the performance of the algorithms consists of 27 instances, which have from 31 to 79
nodes and from 5 to 10 delivery vehicles. The capacities of the vehicles are fixed at 10 units. The Table 1 describes the
characteristics of each of the 27 instances. The “Dataset” column refers to the name of the dataset, the n column refers to the
number of nodes including the depot, the K column refers to the number of available vehicles, the Q column refers to the
capacity of each one of the vehicles, the “UB” column is the best distance value found, and finally, the “Opt” column tells us if
the UB found is the best of the set. This dataset is the one used by Augerat [2].

6. Experimental Results

All the algorithms were implemented in Matlab and were executed using a computer with Intel (core) i7 processor, 2.6 GHz, 16 GB
RAM and the Windows 10 operative system. The Table 2 shows the obtained distances from the five algorithms after solving
the 27 instances. The No. column corresponds to the number of instance, Dataset column refers to the name of the instance. The
k - NN, k - NN + CC, GA, SA, and TS columns shows the distance obtained by the algorithms k-Nearest Neighbor, k-Nearest
Neighbor + Capacity constraint, Genetic, Simulated Annealing and Tabu Search, respectively. For simplicity the values were
truncated at the decimal point. In Table 2 is observed that the Genetic algorithm found the largest number of best solutions (in
bold) in comparison against the other four. The second best algorithm was the Tabu Search reaching 10 best solutions of the 27
instances. It is important to stress that any of the algorithms found the optimal solution. The k-NN+CC algorithm was the
algorithm that in general achieves the worst solutions (underlined) for the 27 tested instances.

Simulated Annealing was the metaheuristic that showed the worst performance regarding Genetic and Tabu Search algorithms.

According to the results shown in Table 3, we can see that the fastest algorithm is k-NN+CC since it takes the shortest time to
choose a route, followed by the kNN, nonetheless, are the algorithms that obtain the largest distances in all the conducted. On
the other hand the metaheuristics, which achieves better solutions spent large times, but they are reasonable times. In the case
of the Genetic algorithm, the highest value achieved is slightly greater than 15 seconds and for Tabu Search, the largest spent
time was of 4 seconds. Only the Simulated Annealing algorithm required very long times to converge, taking more than 200
seconds in some cases. Regarding four of the tested algorithms we found that time is not very relevant since in none of the
compared methods the time is not exceed of 15 seconds to obtain a solution. However, we can see that as the number of nodes
increases in the instances, the time spent grows mainly in metaheuristics, but always achieving a better route in comparison to
the heuristics.

7. Conclusion

In this work, a comparison between five different algorithms that solve the CVRP problem, are presented.

The kNN algorithm has the advantage that from the beginning it knows the route to be followed until the end of the journey, as
well as the number of vehicles to occupy. The k-NN+CC algorithm discovers the next node as soon as it attends the node in turn,
making the discovery process gradually. However, the solutions found by the heuristic algorithms based on kNN were far from
those found by the metaheuristics. On the other hand, the Genetic algorithm makes use of a heuristic to find a better solution
through evolution by previous generations. The Simulated Annealing algorithm, despite trying not to fall into local optima,
requires much more time to reach good solutions. Finally, it is observed that the Tabu Search easily manages to improve the
solutions, in short times. Results shows that Genetic algorithm, in general offers a better performance, nonetheless, if the
priority is the speed, Tabu Search was found the best solution amongst the compared algorithms in this work. In general, it is
important to highlight that although metahuristic algorithms require a longer amount of time, they manage to reach better
solutions than heuristics. According to the experiments carried out in this work, the time required by the Simulated Annealing
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and Genetic algorithms is relatively small since they do not exceed 20 seconds in any case, which reaffirms that they find
solutions in short times. As future work, it is proposed to test other data sets with a greater number of clients, demands and
vehicles with different capacities.

Table 2. Distance obtained of each of the evaluated algorithm for each tested instance
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