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ABSTRACT: With the rapid development of internet technology, distance education has become an important way of educa-
tion. However, remote education management has many problems, such as controlling students’ learning progress, analyzing
students’ interactivity, and evaluating teaching quality. To effectively address these issues, this article proposes constructing
an intelligent model for remote education management based on data mining algorithms. This article first introduces the
application of data mining algorithms in remote education management. Through data mining technology, valuable infor-
mation can be extracted from a large amount of data, which helps teachers better understand students’ learning status and
improve teaching quality. At the same time, data mining can also analyze students’ learning behavior and provide personal-
ized learning suggestions and guidance.
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1. Introduction

Throughout the reform of China’s education management system, we can see that its basic development direction is carried out
in the following aspects [1]. In the early stage of education reform, the educational management system will transfer the high
gravity to the low centre of gravity. Through the decentralization of management power, the management power of the central
government and the central education management department is dispersed to the government and school institutions in
various places [2]. By reforming this mechanism, our education management system can be closer to the actual teaching. After
such a reform, the transfer of knowledge authority has no substantive impact on the overall education system and is consistent
with our original system [3]. The original complex education was transferred from the central government and the educational
administration to the local government and educational administration departments.

Through the gradual decentralization of the efforts, the teaching enthusiasm of local governments and educational institutions
has been greatly improved, and the educational institutions in various places can adapt to the development and differentiation
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of the society in time to change the educational methods. The collection of information is also more efficient, which
improves the efficiency of education management in disguise [4]. After the power is issued, the school has the autonomy of
enrollment, which has a great role in promoting the development of colleges and universities. According to the characteristics
of the school, the school has made the corresponding adjustment between the subject and the speciality, forming a unique
way of running a school, which makes the schools of our country show a multiform and polymorphic form of education [5].

2. State of the Art

In transferring the original system to the outside, it is necessary to set up the teaching pattern of the past government, which
is the main body of government running and the society outside the school together [6]. It can make a combination of the
teaching of the school and the needs of the society, and the learning content will be more suited to the needs of the society
so that the society will widely welcome the students after graduation. The education of the functions and powers of the
original government as a significant social activity must conform to the needs of society [7]. The original ducks’ education in
China needs to be changed accordingly. The quality of education proposed in our country is influenced by the trend of
international education, and it will be promoted with the unique Chinese culture.

After a series of educational reforms, the goal we need to pursue now is to provide more quality education [8]. To expand the
quality of teaching resources and improve the overall national quality of our country, we need to build a sound and energetic
education system, strengthen the construction of educational institutions, and form a teaching management mode with a
special socialist system [9]. In this process, we must always adhere to the people-oriented quality education [10]. The core
role of education is to solve the problem of training talents, strengthen the all-around development of students and the
construction of quality education.

3. Methodology

3.1. Pre-Preparation and Functional Classification of Data Mining algorithms
The computing functions of data mining algorithms in different computing fields are different. In general, the calculation of
data mining algorithms can deal with the calculation in most fields. So far, we have used data mining algorithms for computing
the following functions: The first is classification. Data mining algorithms can deeply dig out the differences between data
and then summarize different data types according to certain rules. This is the most primitive computing function of a data
mining algorithm and one of the most commonly used computing functions. Another form of computation combines data
mining algorithms with association rules for computing research. This calculation is usually used to calculate the connection
between events, and one event may lead to another event, which is used to predict future events better. There is also a data
mining algorithm for clustering calculation, seeking data between the rules and the classification of their properties. The
data mining algorithm has a predictive function; through the analysis of the law of events, the trend of events are predicted.
Data mining has a certain relationship and relationship. The calculation of data mining algorithms is a computer algorithm
that integrates these connections and relationships and magnifies their relations. The calculation of this algorithm is achieved
through the calculation of this algorithm. In addition, the different computing functions of data mining algorithms mean that
the data mining algorithms are different in computation form and calculation steps. At the bottom, we will also make a deep
analysis.

In general, the calculation of the data mining algorithm is mainly to calculate the patterns and rules in data. The computation
of data mining algorithms is a form used to describe relations in the initial calculation. Through data mining algorithm
calculation and research, the relationship between data is classified and sorted out. This calculation form later evolved into
a new form of calculation: predictive calculation. The calculation of predictive properties is based on analysing the relationship
between data, and then the calculated data set is the basis of the calculation. At present, all data mining algorithms are
calculated through these two algorithms. The data mining algorithms used in this paper are no exception, but we combine the
prediction and description of two kinds of computing content in this paper. The calculation form is more complex. We need
to combine the calculation steps and the form of calculation and analyze the common formula of the data mining algorithm.

The research of pattern discovery is divided into six main directions. The first is association rules. Association rules represent
a relationship or relationship between data. The second is a sequential pattern, which makes the association rules mode
research calculate the feasibility and the possible time. The third is the classification model. This calculation mode needs to
establish a mathematical calculation model, and the data can be reasonably partitioned through the calculation of mathematical
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models. The fourth is clustering mode clustering mode, which means simply dividing data into different types. The fifth is
the regression model; the general situation of the regression model processing makes the discrete data difficult, and the last
model makes the deviation analysis. This data mining algorithm aims to find and analyze the error data of the data set. This
calculation is widely used in our daily calculations. The calculation is also studied, using the following Figure 1 to analyze
the calculation steps of the data mining algorithm used.

Figure 1. The calculation steps of the data mining algorithm used in this article

3.2. Formula Based on Data Mining Algorithm and Intelligent Model Construction in Distance Education Management
Data mining algorithms have various forms of computation, but in general, the most commonly used algorithms are the decision
tree algorithm, K nearest neighbour algorithm and binary algorithm, three kinds. Before we study the calculation formula of the
data mining algorithm, the computing power of the three algorithms needs to be analyzed and the data mining algorithm is
selected, suitable for using this paper and optimizing it. Table 1 for analysis and comparison is used to compare the computing
power of the three algorithms.

• It can be seen from the previous table that the decision tree classification algorithm performs well on the learning speed of
the training set, the speed of classification, and the processing of discrete, binary and continuous data, but it is still deficient
in the accuracy and the noise data and incremental learning. The K nearest neighbour algorithm has a prominent performance
in the learning speed of the training set and overfitting and incremental learning. Still, the speed of classification is slow, and
the accuracy needs to be improved. The binary algorithm performs well in accuracy, classification speed and dependency
property measurement, but it converges slowly when machine learning is performed on a training set.

The algorithm starts
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Noise data processing
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Computer algorithm

Binary

good

good

good

medium

excellent

good

medium

excellent

K nearest neighbour

good

medium

excellent

medium

good

medium

excellent

medium

Decision tree

excellent

good

excellent

good

good

excellent

medium

good

Table 1. Comparing the Computational Capabilities of the Three Algorithms

• It is concluded that the three classification algorithms have their advantages and disadvantages. In the actual process, the
selection of the classification algorithms should be carried out according to the actual data and the needs of their own.

• Through our research on the content of this paper, we find that the computation of the decision tree algorithm is more
suitable for the whole calculation of this paper. This algorithm is more in line with the requirements of this paper, so a total
of data mining algorithms is used to calculate the decision tree algorithm; through our further calculation, the decision tree
algorithm is found.

• The C4.5 algorithm is more appropriate for calculation. In the following part, the C4.5 algorithm was analyzed.

• The C4.5 algorithm is also used to construct the decision tree separator and inherit the advantages of the ID3 algorithm. To
deal with continuous descriptive attributes, the continuous attributes need to be discretized.

• The minimum value of the continuity attribute is assigned to MIN; the maximum value of the continuous attribute is assigned
to MAX;

(1) N is divided into [MIN and MAX] intervals, and each breakpoint B is obtained. The expression of breakpoint is:

The average amount of information is used to assess uncertainty, that is, information entropy.

The amount of information used to predict the category of a record in S is calculated according to the following formula:
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The amount of information in the classification of the class in the subclass is:

The information increment of nodes is greater than the information increment of all nodes. The information increment of
variable D is:

The following is the general definition of information gain.

In this way, the calculation formula of the data mining algorithm used is over. We have studied the calculation steps of data
mining algorithms. This form of calculation can help us to carry out the calculation and analysis of this paper more quickly.
After studying the calculation model of the data mining algorithm, the calculation formula based on the data mining algorithm
and the intelligent model in distance education management can be established. The calculation of this model is mainly based
on the calculation of the data mining algorithm, so the whole process of data processing is mainly based on the data mining
algorithm, which can be analyzed and studied by the intelligent model data processing situation map in the remote education
management of the lower figure 2.

Figure 2. Data processing situation of intelligent model in distance education management
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4. Result Analysis and Discussion

In this paper, the calculation process and calculation steps of data mining are analyzed. In addition, the calculation formula of
data mining is analyzed and calculated, and a computer model is established. However, to ensure the accuracy of the optimized
data mining algorithm and the feasibility of the algorithm. Careful analysis and testing of the algorithm also need to be
carried out before putting the algorithm into operation. This paper adopts A comparative experiment to test and analyse data
mining. First, we research the data mining process, and then the traditional algorithm with the optimized algorithm is compared.
According to the calculation steps of data mining, a set of project sets is set up to carry out the calculation and analysis, and
the set is calculated and analyzed according to the calculation model established in the previous article. The results of the
collection are shown in Table 2 as follows.
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large project set
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Items
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Table 2. Association Rules Data Mining Algorithm Secondary Calculation Results

Through the calculation in our previous table, we analyze according to our specific data analysis method, and the preliminary
calculation results in our table are correct and can be easily proven. The calculation results meet our requirements and meet
the accuracy of our calculation. But this is not enough. We need to calculate the data further. Our final result is shown in
Table 3.

The candidate set of items The candidate set of items

Items

Support

Confidence

A3, Z3, E2

8%

2%

A4, Z3, E2

45.7%

40%

Items

Support

Confidence

A3, Z3, E2

8%

45.7%

Table 3. Association Rules Data Mining Algorithm Final Calculation Results

The last 3 is the final result of our optimized data mining algorithm. According to the above table, the optimized
algorithm can not only calculate the results we need but also calculate several sets of results at the same time, and the
consequences of each group are correct and conform to our requirements for the use of the calculation results. The
confidence degree and support of the three sets of experiments calculated are correct; the confidence of the A4, Z3,
and E2 groups was 40% and the confidence of A3, Z3, and E2 groups of 45.7% satisfied our use requirements.
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The above test proves that the optimized data mining algorithm can correctly calculate the results we need, but we still have
no accurate grasp of the computational efficiency. This requires us to carry out further testing and analysis. Two groups of
experiments have been established, and the traditional and optimized data mining algorithms have been compared. By comparing
the computation time, the efficiency of our optimized algorithm can be proved. the 8~24 dimensions were divided into five
experimental groups for calculation and analysis. Figure 3 below is a contrast diagram for our experimental results.

Figure 3. Contrast test test time comparison table

The computation time of the two algorithms above is tested and analyzed. The computation time of the two algorithms will
increase with the computation dimension, but the increase time of the two algorithms is very different. The calculation time
of the traditional algorithm increases faster. However, the computation time of our optimized algorithm is relatively small.
The computation time of the two algorithms increases with the dimension increase, increasing from the first 5 seconds to
the last 40 seconds. This proves that the computational efficiency of our optimized algorithm is more than that of the
traditional algorithm. Finally, aiming at the task data between 100 and 400, the response time of data mining algorithm is
tested. The test results are illustrated as follows:

Figure 4. Optimization of processing speed for data mining algorithms
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As seen from the above picture, the processing time fluctuated correspondingly with the increasing amount of information. On
the premise of not adding data algorithm, the whole processing function falls into the carton. The data processing function of
the whole platform has a large lag, and the server runs smoothly under the premise of less or easier data processing. After joining
the algorithm, the overall data processing performance is significantly improved.

5. Conclusion

With the increasing social information, the era of big data has arrived. Facing the challenges of the new era, PE teaching and
deepening reform are being carried out to study this reform trend. This paper used a data mining algorithm to conduct in-depth
research on the development trend of public physical education teaching management in Colleges and universities. Through
data mining algorithms, powerful computing power can help us solve the problems we encounter. In addition, our detailed test
of the optimized data mining algorithm shows that the optimized data mining algorithm can accurately calculate the results we
need. Several results can be calculated at one time. In addition, we tested the computational efficiency of the algorithm. The test
results show that our algorithm has good computational efficiency. With the increase of the computing dimension, the calcula-
tion time of the two algorithms in the 24 dimension is more than 40 seconds. Although we have achieved great success in
optimising the algorithm, we need to study the algorithm further and study more excellent algorithms for everyone to use.
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