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ABSTRACT: The traditional machine translation algorithm
faces low efficiency and low accuracy due to complex
grammar and multiple rules of English noun phrases. A
kind of noun phrase identification method based on a
rough set was proposed to improve the accuracy of En-
glish noun phrases. The rough set method regarded the
identification of English noun phrases as a decision prob-
lem. We used rough set theory to reduce features, opti-
mize rules for English noun phrases, and finally identify
them. Then, a simulation experiment was carried out on
an English noun phrase sample on the Wall Street Jour-
nal (WSJ) using rough set theory. The stimulation dem-
onstrated that the accuracy of the noun phrase improved
by the rough set was higher than another translation
method; therefore, it is an effective machine identifica-
tion method for English noun phrases, providing a basis
for practical design.
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1. Introduction

Reform, opening, and foreign cooperation constantly

Journal of Digital
Information Management

deepen, and international tourism, cultural exchange, and
business contacts become increasingly frequent. How-
ever, language differences brought great inconvenience.
Machine translation is an automatic translation that con-
verts one natural language to another natural one using a
computer under the condition of meaning equivalence.
Hence, machine translation provides a new approach to
solving the problem [1-3]. Noun phrase identification, a
key technology in machine translation, is the basis of
syntactic analysis, and its identification effect directly
affects the accuracy.

Rough sets are a kind of machine studying method de-
veloped in recent years. It functions as an inducing deci-
sion. It can not only reduce properties and data of the
knowledge system and acquire decision rules from the
decision table but also classify the derived decision rule
[4-5]. Itis widely applied in various identification and clas-
sification fields since it is well-suited for English noun
phrase identification. Given this, this paper proposed a
kind of English noun phrase identification method based
on a rough set to solve the low identification accuracy of
the current English noun phrase identification method.
This method is to learn the decision rule of English noun
phrases by rough set and obtain identification results.
The simulation experiment results demonstrated that this
method improved the identification accuracy of English
noun phrases.

2. Principle of English Noun Phrase ldentification

English noun phrase is the essential constituent unit of
English sentences and is the unit of information trans-
mission during speech communication. English noun
phrase identification is one of the leading research con-
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Figure 1. Principle of English noun phrase identification

tent in machine translation. Its purpose is to identify non-
recursive noun phrases without a post-maodifier. Its input
is the English text labelled by a participle, and output is
the English text that has been identified and whose
phrases have been labelled. The principle of English noun
phrase identification is shown in Figure 1.

Suppose B is expressed as an English noun phrase, /is
an internal part of a noun phrase, and O is another situa-
tion. By doing that, identification of English noun phrases
can be expressed in the form of {B,1,0}, we have:

y=fBLO} (1)

From formula (1), it is known that identifying English noun
phrases is a problem of decision rule. The current identi-
fication methods for English noun phrases cannot obtain
satisfactory results since these methods have no func-
tion of decision rule analysis. Rough set is a kind of new-
type method with the function of decision rule learning
and is well suited for noun phrase identification. There-
fore, this paper tried to identify English noun phrases by
rough set.

3. Design of English Noun Phrase Identification
Algorithm

3.1. Reduction of noun phrase property
Definition 1: An English noun phrase decision system S
is defined as a tetrad.

f():UXR —V ®)
R=puld} ©)
S={URV.f} ©

Where f(x) is expressed as information function acquired
from the training corpus, U is expressed as the set com-
posed of every punctuation and vocabulary from the En-
glish noun corpus to be identified, R is expressed as at-
tribute set, p is expressed as noun phrase tagging and
part of speech tagging of context within certain range of
the current vocabulary; d is expressed as noun phrase
tagging of the current vocabulary, Vis expressed as union
set of noun tagging set and part of speech tagging of
context.

Definition 2: for an English noun phrase decision-mak-

ing system, attribute subset B< R is an indiscernible re-
lation.

ND(B) = {(x,y)|(x,y)e U*,Vbe B(b(x)=b(y)}  (5)

Definition 3: 4,(x)) is expressed as the value of x;, of the

sample to be identified on the attribute a,. Then, the
discernibility matrix of the English noun phrase decision
system S can be expressed as:

C,:UxU —>p(R) ©)

Definition 4: suppose U is expressed a domain of dis-
course, P and Q are expressed as two equivalence rela-
tion clusters on U.

If POS,(Q)="POS,,,, (0), then ris the attribute that O can
omit in P; otherwise, r is the attribute that Q cannot obli-
gate in P, that is, it can not be omitted. If every »in P is
the attribute that Q can not omit in P, then P is the inde-
pendent attribute of 0. For the independent subset S of O
in P, if POS,(Q)= POS,(Q), then S is the attribute reduc-
tion of Qin P. All attribute reduction of Q in P is expressed
as REDQ(P). Therefore, all Q in P that cannot omit the
original relationship cluster is termed as Q core of P, and
denoted by CORE 0 (P).

Detailed procedures for the rough set to carry out attribute
reduction on English noun phrases are as follows: calcu-

late discernibility matrix C,, of decision table of English
noun phrase decision-making system; solve COREQ(P)
and core logical expression is: L, = a,6CORE ,(p)a, (7);
calculate discernibility matrix C', that omits core:

. [ )Gy ifCDG. )N COREQ(P)=¢
Cp= . (3
0 otherwise
set up disjunction logical expression L, for all nonempty
set element in discernibility matrix C),, that

is:L, =V (C,=0,C, =¢) (9); carry out conjunction calcula-
aEeCy

tion on all disjunction logical expression L, and L, that

is set up, and then a conjunction normal form is acquired,
thatis L=( A LyALw (10); convert the acquired con-

Ci;#0,Ci;#0
junction normal form into disjunctive normal form Z’, that
is:Z' =1L (11); output attribute reduction result of the En-
glish noun phrase.

3.2. Set up decision-making Rule of Noun Phrase

Rough set generates decision-making rule of English noun
phrase as follows: obtain T through selecting an attribute
reduction result from attribute reduction table according
to the attribute reduction algorithm of the rough set; ob-
tain rule set 7’ through reducing attribute value, the de-
tails are: calculate value core of the rules and merge the
rules with the same value core; test all rules, and if the
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decision-making rule composed by value core of the rules
are identical, then the rule remains unchanged; otherwise,
a non-value-core attribute is generated based on value
core of the rule. Generate a minimum rule set of English
noun phrases and obtain a minimum rule set that covers
the whole information system; output the optimal rule set
of English noun phrases.

3.3. Tagging of English Noun Phrases

The description method of English noun phrases is to
use square brackets of “O+C”, that is, to insert “[” to ex-
press the staring of an English noun phrase and “]” to
express the end of a English noun phrase. Tagging of
English noun phrases goes on based on the decision-
making rules that have been generated and the context
characteristics of the current words.

Therefore, English noun phrases, in nature, select the
best matching rule from the decision-making rule set es-
tablished above and tagging based on decision-making
attribute value.

The detailed procedures for tagging a noun are as fol-
lows: first is to confirm the condition attribute value of the
noun phrase, obtain part-of-speech tagging information of

context from the English noun phrase training corpus and
select noun phrase tagging information from the results
that have been tagged; screen the candidate rule set,
match the condition attribute of all rules in decision-mak-
ing rule set with the noun phrase to be identified; select
out rules with the least amount of inconsistent attributes
to make up candidate rule set; second is to confirm the
optimal matching rule: classify all the rules in candidate
rule set based on decision making attribute value, select
the first rule among the category sets with the most rules
and take it as the optimal matching rule.

3.4. Process of English Noun Phrase Identification
A tagged noun is acquired by identifying English noun
phrase samples by the tagging rule generated by the rough
set algorithm. This paper adopts 0B tagging symbol se-
quence to obtain a single word; however, an English noun
phrase may contain one or more words. Therefore, the
IOB tagging symbol sequence should be converted into
an English noun phrase sequence. A state transition rec-
ognizer realizes that conversion phrase, and then the iden-
tification is carried out.

The flow of English noun phrase identification algorithm is
shown in Figure 2.

English basic noun phrase
identification sample
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Parameter setting of rough set

2L

Attribute reduction of noun phrase

L

Generate decision making rule set

Obtain optimal rule?

English basic noun phrase tagging

L

English basic noun phrase identification

I

output identification results of basic noun phrase

Figure 2. Flow of English noun phrase identification
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3.5. Evaluation standard of English noun phrase iden-
tification results

In order to better evaluate various identification methods
for English noun phrase, this paper adopted precision rate
and recall rate as the evaluation standards of English noun
phrase identification algorithm. The detailed definition is
as follows:

Precision rate = (right noun phrases that have been identified/
noun phrase that have been identified)*100% (12)

Recall rate= (right noun phrases that have been identified/ all
noun phrases in the text)*100%)

4. Stimulation Experiment

4.1. Stimulation Data Set

Data of stimulation experiment in this paper come from
wall street journal (WSJ) corpus. WSJ corpus is the most
authoritative English corpus for English phrase identifica-
tion. It not only contains a large amount of text with tagged
part of speech, but also contains many tagged phrases
and syntactic structures [6-9]. Training corpus samples
come from sections 15-18 of the WSJ corpus. The test
samples come from sections 20-22 of the WSJ corpus.

The hardware environment of the stimulation experiment
is a dual-core CPU 2.5MHz, internal storage is 2Gbyte,
and the operating system is Windows XP. The procedure
is compiled under the VB environment.

4.2. Identification Results and Analysis

First, obtain the optimal English noun phrase identifica-
tion model through training English noun phrase training
set by rough set algorithm. Then, the model is adopted
to identify the English noun phrase test sample. The iden-
tification results are shown in Table 1. Table 1 shows that
the identification results obtained by the English noun
phrase identification algorithm are satisfactory, and pre-
cision and recall rate are more than 90%. It illustrated
that the method proposed by this paper can identify En-
glish noun phrases well.

4.3. Comparison with the Performance of Other Iden-
tification Methods

Some typical identification methods are selected to com-
pare and verify the advantages and disadvantages of rough
set algorithm and other English noun phrase identifica-
tion algorithm. Those algorithms include Endong algo-
rithm, Brill algorithm, TKS algorithm, TBL algorithm, Baye-
sian network algorithm and HMM algorithm. Precision

Test corpus Precision rate /% Recall rate /%
Section 20 93.84 93.53
Section 21 92.81 93.88
Section 22 92.77 9297

Table 1. Identification results of rough set algorithm

Test corpus | Brill Endong TKS Bayesian network HMM Rough set
algorithm algorithm algorithm algorithm algorithm | algorithm
Section 20/% | 73.91 74.93 82.25 85.76 92.67 93.84
Section 21/% | 73.22 74.14 81.38 84.85 91.69 92.81
Section 22/% | 73.13 7415 81.30 84.77 91.60 92.77
Table 2. Comparison of precision rate of identification of various algorithms
Test corpus | Brill Endong TKS Bayesian network HMM Rough set
algorithm algorithm algorithm algorithm algorithm algorithm
Section 20/% |73.57 74.61 82.98 85.48 92.37 93.53
Section 21/% |73.93 74.94 81.26 84.77 93.68 93.88
Section 22 /%|73.35 74.24 81.74 84.92 91.79 92.97

Table 3. Comparison of recall rate of various algorithms
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rate of identification of all algorithms is shown in table 2
while recall rate of all algorithms is shown in table 3. From
table 2 and 3, it is known that the experimental results of
the rough set algorithm proposed by this paper are the
best. That indicates rough set is a kind of effective and
accurate noun phrase identification method, and is very
suitable for solving some problems in natural language
processing field.

5. Conclusion

English noun phrase identification problem existing in
machine translation research is the basis and key point
of machine translation. Based on the discussion on the
problems of the current English noun phrase identifica-
tion algorithm, this paper designed a English noun phrase
identification method based on rough set theory accord-
ing to the characteristics of English noun phrase. This
method first finds decision making rule from training
samples, then optimizes learning rule in the perspective
of the whole system, and finally identifies English noun
phrases. Stimulation and comparison experiments prove
that the English noun phrase identification method pro-
posed by this paper is an effective method with high effi-
ciency and recall rate, therefore, it is very suitable for
solving various natural language processing problems such
as noun phrase identification, part of speech tagging and
shallow analysis.
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