Neural Principal Component Analysis for ECG Signal Monitoring
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ABSTRACT: In this paper, we address the problem of monitoring the cardiovascular system through the integration of
automatic tools. Thismonitoring isto detect heart diseases starting fromthe electrocardiographic signal (ECG). In particular,
we propose a method for detection of defects in the ECG signal analysis exploring the non linear principal components
(NLPCA). The data matrix consists of 528 measurements and 9 variables, these variables are determined from waves and
segments of the ECG. The proposed approach allows to reduce the size of the data matrix and find the linear and non-linear
relationships between variables. Defect detection is established by the statistical SPE (square predictive error) which is
based on residues. Defective variables are found by calculating their contributions, its have the highest contributions.
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1. Introduction

The cardiovascular system isone of the biological processeswhich took alot of interest by the previous and current researches.
Its analysis and its supervision was establishes through the signal supplied by the electrocardiogram called ECG. Besides
analyses workbenches by the expert (cardiologists), the supervision of the cardiovascular system by the introduction of the
tools of signal processing of and modeling can give an idea onto the state of the heart (normal or sick). This supervision is
establishes by integrating the characteristics of the ECG, its waves (P, QRSand T) and or by its segments. It consists in the
screening and the classification of the cardiac arrhythmias. Several worksintroduced the artificial intelligencefor the analysis of
the state of the cardiovascular system of others used the combination of various methods (neuron network, fuzzy logic) [1, 2, 3
and 4]. These applied approaches are methods of processing of quantitative and qualitative data.

These computing tools assert themselves at the moment as a new major medical technology, the purpose of which is not to
replace the work of the expert but to facilitate it. The supervision of the processes with multi-variable statistical tools is
developed during these last years. Among these statistical tools, the principal components analysis is widely used for the
surveillance of theindustrial and biological processes|[5, 6, 7, 8, 9, 10, 11, 12, 13, 14 and 15]. The PCA isatechnique of projection
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of the data towards a space of reduced dimension. This method in summer often used given its capacity to capture the linear
relations between the variables of the system at the still state. However, this approach has limits to treat datain the form of
measuresonindustrial or biological processes presenting generally non linear characteristics. Often by using of thelinear PCA,
we cannot indicate the non linear part of variablesinvolved in the data. For that purpose, we need methods with non linear PCA
to exploit this non linearity between the parametersfor the surveillance of the system [16, 17, 18 and 19].

In this work, we propose an approach of detection of the defects by using a neural principal components analysis. This
approach is applied to asignal ECG to set up the pathological state of the cardiovascular system.

2. TheElectronicardiogram (ECG)

A cardiac fiber in the course of depolarization can be likened to an el ectric dipole. At the given moment, the front of the wave of
activation trained by all the elementary dipoles creates an electric field which is a function of depolarizes moments. The
recording of the temporal evolution of the resultant electric field, made by means of cutaneous electrodes, is called the
electrocardiogram of surface.

2.1 Configuration of normal ECG
For every cardiac beating, the electrocardiogram registers successively 5waves: P, Q, R, and T (figure 1). Generally thewaves Q,
Rand Sare grouped and we speak rather about the complex QRS [20].
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Figure 1. Norma ECG

» ThewaveP: It representsthe auricul ar depolarization. its duration is of the order of 90 ms. It isapositive wave the amplitude
of whichisnormally lower or equal in 0.2 mV.

» Thecomplex QRS: It correspondsto the ventricular depolarization preceding the mechanical effect of contraction. itsnormal
duration isincluded between 85 and 95 ms.

» ThewaveT: It correspondsto the repolarization of ventricles. It isasymmetric, of aslightly oblique ascending branch and an
steeper downward branch. Itsamplitudeislower than 2 mm. Thenormal wave T have an amplitudelower than the complex QRS.

22TheECGintervals
Theintervals and the segments of the el ectrocardiographic plan of theimportant parameters, allow to estimate the normality or
not of the space between two electric events.

* ThePR (or P-Q) interval: Correspondsin timebetween auricular and ventricular depolarization. It isthe weather of propagation
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of thewave of depolarization through auricles, the atrio-ventriculaire knot, the beam of HIS and the network of PURKINJE, up
to ventricular myocardiques.

* TheQT interval: C orrespondsin thetime of ventricular systole which goes of the beginning of the ventricles excitement of till
the end of its relaxation.

» The segment ST: It corresponds to ventricular repolarization, phase in the course of which corresponds to the phase of
ventriculars cells are quite depolarized: thereis no electric extension, the segment is then iso-electric.

* TheRR interval: Separatesthe summits of two successive waves R and represents the immediate frequency.
3.Non Linear Prinicpal ComponentsAnalysis(NLPCA)

3.1Principleof NLPCA
The linear principal components analysis is a projection based on statistical tools traditionally used for the reduction of

dimension. We consider the matrix of dataZz=[z,, z,,...,Z | € RN*M the non linear principal componentsanalysiszis presented
asfollow:

l
Z=TPT+E=X tp+E @
=111

withT=[t,t ..., t Jistheprincipal components matrix, P=[p;, p,,..., p,Jiseigenvectors matrix and E isthe matrix of residue.

o1t

The PCA identifies linear correlations between the variables of process. On the other hand, the non-linear PCA can extract
correlationsaslinear asnon-linear. The generalization isrealized by throwing the variables of process on curvesor surfacesand
not on lines or plans using the same objective, by minimizing the cost function following one:

E={llz-2|} @
The matrix of dataZ can beinterm of non linear principal components ¢ where ¢ < m, by the following equation:

Z=F(T)+E €)

whereT=[t , t,,..., t ]istheprincipal componentsmatrix, F isanon linear functioniswhich correspondsto the matrix of the eigen
vectorsin case of linear PCA and E isthe matrix of residues.

3.2NL PCA based on Neural Network

Thestructure of neural network inthefigure 2 isapplied, by using five series-parallel layers. A first layer of entrance, alayer in
the middle called sleeps of constriction which determinesthe number of principal componentsand alayer of exit. Inafirst layer
hidden from coding, we resort to afunction of non linear transfer sigmoidale and inthethird layer of decoding or reconstruction,
we have used a function of non linear transfer sigmoidal e defined by the following equation :

oW=1 @

The number of principal componentsté inthelayer of constriction isdeterminate using the Webb criterion [21] defined asfollow:

. IX-XIP 5
{0 Fx-xpp

where X A matrix is of which the vectors consist of average vectors of the matrix X. The ¢ number will beincreased and will be
watched at the same time.

3.3 Defect detection
For the detection of defects, we use the quadratic error called SPE expressed by the following formula:
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Figure 3. Neural Network

SPE = ||X|R=x"PP ™x= x"Cx

with e = (I —PP") x present the residue of the vector x.

©

We consider avector of measuresxwhich followsanormal distribution N (0, £) with 4,1 =1, ..., marethe eigenvalues of X. The

SPE limit detection is determinate by Jackson and Mudholkar [22] asfollow:

Vh
c -0, |:1— ohy(1-hy (292h§)u2:| 0
o

92 o 0

with
_ 26,6,

3.4 Defect localization

®

Thecalculation of contribution to avariable by the SPE method is determined by considering the large square resi due associated

withasinglevariable:
SPE. = x?

Statistical flaw detection hasthe quadratic form defined asfollows:

statistic (x) = X"Bx=||x ||y

Whith B is equivalent to Cin case of SPE method use and D for Hotelling T 2 method use.

©
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Statistic (X) is given by the following equation:

N N -
statistic (X) - XT Bx = " BlIZ ”2 — _Zl(éiTBUZXy:_Zl CStatlstlc (11)
i= i=

The contribution of . isappointed by ¢X@™¢ = (£TBY2x)?, and & isthei™ column of theidentity matrix and direction x..
For statistical SPE, the contribution calculation for avariableisdefined in [91] asfollows:
CFE = (ETCY2x)2= %2

4. Validation of Proposed Approach

4.1 Algorithm

The steps of the proposed method of ECG defect detection are described is the following diagram:
: Database Matrix :
I I

B
1 Pretreatment of data |
I !
Sy l —————————
| NLPCA !
I
il
. Number of principal component :
I |
- BT ’
\

| ECG defect detection i
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Figure 4. Proposed algorithm

Thefirst step isto prepare the data matrix using the characteristic waves and segments of the ECG.
Secondly, apretreatment is called to refine the data matrix by reducing its dimensions and center its measures.

In the third step, we apply the principal component analysis based on neural network. We introduce a multilayer’'s neural
network. Several learning algorithms are used and compared in terms of performance.

The number of principal components to retain is then determined. Indeed, there are several methods for this fact telque: the
cumul ative percentage of total variance, average eigen values .... We chose the method based on the criterion of Webb since it
isthe most compatible with the NLPCA.

In the detection phase defects, we compared the results of two techniques: SPE and Hotteling methods. The first method gives
more effective results and will be introduced for the detection of defects.

Once detected, we are called to localize defects to determine their origin. The calculation of contributions is introduced to
determinate the defectives variables.
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4.2 Databasematrix

The database MIT/BIH provided by laboratory of the hospital of Beth Israel on Bosten in collaboration with theinstitute MIT
isformed by different bases. Thisdatabase contain 25 registrations|eft are chosen among the same group to include arrhythmias
less common but medically significant. The registrations are sampled on 360 HZ per canal with the resolution of 11 bitson the

range 10 mv. Two cardiol ogists independently annotate each ECG

The matrix of introduced datais 9 variables and 529 measures (9 x 529) as shown in figure 4. These variables are defined as

follow:

* PA: indicate the amplitude of thewave P.

* RA: itisthe amplitude of thewave R.

* QA: itistheamplitude of thewave Q.

* TA: indicate the amplitude of thewave T.

* SA: defined the amplitude of thewave S

* QS itistheinterval which separatesthewavesQ and S.
* QP: it istheinterval which separatesthe waves Q and P.
* RR: it is the segment separating two successive R waves.

* ST it isthe segment separating thewaves Sand T.

{
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Figure5. Evolution of variables

4.3 PreTreatment

Tofind successful results, we are called to reduce and to center the matrix of studied data. The figure bel ow presentsthe various

variables after this operation:

4.4 Results

We begin with the determination of the number of principal components by using theindex & (¢). Theindex € (¢), calcul ated for

the various variables, is represented in the following table:
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Figure 6. Reduced and centrated variables

14 1 2 3 /14 |5 6 |7 8 | 9
€(¢) 11.00/0.87| 0.88| 0.86| 0.81| 1.13/0.95|1.10|1.23

Table 1. Index ¢ (¢) for Each Variable
So the number of principal components to be retained in the model ACPNL is ¢ = 4. We have four neuronsin the layer in the
middlewheretheindex £ (¢) isminimal.
Thesefixations are proposed in the toolbox nntraintool [23] and defined asfollow:

* Learning: 70 % of dataare presented to the network during thelearning and the network is adjusted according to itserror (the
curveinblue).

« Validation: 15 % of dataare used to measure the generalization of network and interrupt the learning when the generalization
stops improving (the curve in green).

* Test: 15 % of datahave no effect on thelearning and supply atest independent from performance of hanging network and after
the learning (the curvein red).

For the validation of our approach and during the phase of |earning of the network we used the learning of back-propagation and
its various optimizations. Among these algorithms:

* Gradient descent with momentum and adaptive learning rate back- propagation (traingdx).
* Gradient descent back- propagation (traingd).

* Gradient descent with momentum back propagation (traingdm).

* Conjugate gradient back-propagati on with Pol ak-Ribiére updates (traincgp).

* Scaled conjugate gradient back-propagation (scg).

In the following table we represent a comparative study of the different algorithms of the auto-associative learning:

The previous table shows that the algorithm based on the Gradient descent with momentum and adaptive learning rate back-
propagation havethe closest val ue of mean square error to thethreshold that isequal to 0.1 (figure 7). That iswhy thisalgorithm

will beincluded inrest of our study.

Figure 7 shows the mean squared error (mse) and we note that the best validation performanceisequal to 0.2 at iteration 171.
Thisvalue isthe closest one to the goal which is equal to 0.1.
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traingdm traingd trainscg traincgp traingdx
Performance (mse) 1.4 15 04 0.8 0.2
Time 89 sec 90 sec 6 sec 4 sec 20 sec
Iterations 1000 1000 40 18 171
Sructure 8-12-2-12-8 8-12-2-12-8 8-10-2-10-8 8-8-1-8-8 8-8-1-8-8
Table2. Index ¢ (¢) for Each Variable
Best Validation Performanceis0.25605 at epoch 171
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Figure 8. Defect detection using SPE method
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Figure 9. Defect localization

For the defect detection we use the SPE method defined in 111.B. The following figure shows a defect detection using the SPE
statistic.

In Figure 8 we usethree control limitsfor the SPE statistic, at 99.9% (green), 99% (red) and 95% (yellow). Exceeding these three
limitations proves the existence of adefault .

Thefollowing figure showsthe differents contribution of variables, the variables RA and RR which havethe highest contributions
are considered defected.

5. Conclusion

In this paper, a method for the detection of defectsin an electrocardiogram is approached basing on the non linear principal
componentsanalysis. The proposed approach introduces anetwork of auto-associative neuronin fivelayers. The matrix of data
is established by 9 variables determinate from the waves and characteristic segments of the studied ECG. First, we make a
preprocessing which consists in reducing and in centering the matrix of data what is going to increase the reliability of the
results. The proposed NLPCA isapplied by using the algorithm of |earning based on the Gradient descent with momentum and
adaptivelearning rate back- propagation. Thisalgorithmischosen after several triesand showed better results. The performance
in the iteration 171 found equal to 0.25 is the closest value to the threshold (0.1). In the detection of the defects we use the
quadratic error SPE and we apply it to asick ECG. To define exactly thelocation of the detected defect we cal culate contributions
of all variables. RA and RR which have the highest contributions are considered defected variables.
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