ABSTRACT: Existing database management systems (DBMS) are complex and less predictable (i.e., the consistency of performance with the increase of functionality and the data growth is not certain). Database researchers acknowledge the need for revisiting DBMS architectures to fulfill the needs of new hardware and application trends. We propose a biologically inspired DBMS architecture called “Cellular DBMS”. The Cellular DBMS architecture promises development of highly customizable and autonomous DBMS. This paper explains in detail the design principles for Cellular DBMS architecture. It also explains an aspect-oriented programming based model to equip Cellular DBMS architecture with autonomy. Finally, it presents an extension to decomposed storage model (DSM) for use in Cellular DBMS.
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1. Introduction and Motivation

In the past, database research got motivations from arrival of new hardware, software, and applications for further progress. These motivations are still there and will persist in the future. Desire for improvements keeps researchers busy for finding the breakthrough in prevailing requirements. Sometimes we get many breakthroughs in a short period and sometimes we wait for decades to get few. In the prevailing era, we have explosion in the data growth and usage scenarios, because of wide spread usage of internet and advent of new applications (e.g., social networking, virtual worlds). Hardware trends are changing and the processing and storage unit cost have reduced. Many assumptions about secondary storage and mainmemory, etc., made in past are no longer valid and many bottlenecks, such as network communication cost have changed. Leading database researchers found a consensus on the need of revisiting database engines, accommodating architectural shifts in computing hardware and platforms, and finding solutions for new usage scenarios [1]. Cellular DBMS\(^1\) is an effort to contribute to database research in the above-mentioned directions.

\(^1\)“Cellular DBMS”, http://www.iti.cs.uni-magdeburg.de/~srahman/CellularDBMS/index.html

Existing data management solutions are complex. These solutions have evolved over time and now they provide a multitude of functionalities. These functionalities are tightly coupled within their monolithic architecture [2]. Due to complexity, their performance is less predictable, i.e., the consistency of performance with the increase of functionality and the data growth is not certain and it is difficult to assess, how performance will vary for different hardware, workload, and operating systems, etc. Continuous administration and maintenance is needed to keep them performing at an optimal level, which results in high administrative and maintenance cost. Existing database management systems (DBMS) have dozens of tuning knobs. Internal sub-systems are tightly coupled. Effect of tuning a knob on other knobs and their performance is less predictable [2, 3]. Furthermore, existing DBMS architectures and solutions were designed decades ago considering legacy hardware and their bottlenecks. Now many opportunities exist to redesign existing data management architectures for exploiting features of new hardware.

Database researchers have suggested transition of DBMS from monolithic to a diversified architecture with small, simple, and reusable components of limited functionality with clean inter-component interaction [1, 2]. The Cellular DBMS architecture is designed by considering these suggestions. The Cellular DBMS architecture takes inspiration from biological systems. We want to utilize the mechanisms that exist in biological systems for data management. Using these mechanisms, we want to develop highly customizable and autonomous DBMS with more predictable performance. The vision for Cellular DBMS predictability is shown in Figure 1, i.e., a DBMS should be consistently predictable with the data growth and addition of functionalities. To achieve these goals in Cellular DBMS, we envision integration of techniques from different relevant fields, such as software engineering, distributed data management, computer networks, and parallel processing.

This paper is organized as follows: Section 2 introduces the related concepts required for background information and technical discussion. A detailed related work is provided in Section 3. Cellular DBMS architecture and its design principles are explained in Section 4. Section 5 presents the implementation details. Sample implementation scenarios are discussed in Section 6. Section 7 concludes the paper with some directions to future work.

2. Related Concepts

In this section, we will introduce the related concepts of DBMS, Software Engineering, and Autonomy that are important for improving the understandability of the reader for the topic.
2.1 DBMS Aspect
In this sub-section, we will briefly introduce the related DBMS aspects for Cellular DBMS, which includes the concepts of storage models and embedded databases.

2.1.1 Storage Models
Storage model selection is an important design decision for DBMS architecture. In this sub-section, we will explain the two most commonly used storage models, i.e., N-Ary Storage Model [4] and Decomposed Storage Model [4] followed by discussion on design decision of selecting decomposed storage model for Cellular DBMS architecture.

N-Ary Storage Model (NSM)
N-Ary Storage Model (NSM) stores data as seen in the relational conceptual schema, i.e., all attributes of a conceptual schema record are stored together [4]. Most of the existing DBMS are NSM based.

Decomposed Storage Model (DSM)
Decomposed Storage Model (DSM) is a transposed storage model [5] that stores all values of the same attribute of the relational conceptual schema relation together [4]. Svensson et al. mentioned the Cantor project [6, 7] as the pioneer for this approach [8]. Copeland and Khoshafian in [4] concluded many advantages of DSM. We listed few of them as follows:

- Simplicity (Copeland and Khoshafian related it to RISC [9])
- Less user involvement
- Less performance tuning requirement
- Reliability
- Increased physical data independence and availability

In literature column-oriented [10], vertical fragmentation [11], vertical partitioning [12], etc., are terms that are also used to refer to DSM.

Discussion
Copeland and Khoshafian in [4] analyzed both approaches and concluded that neither of the two approaches could be an ideal solution for all domains. DSM requires relatively more storage space; however, the required storage can be reduced by using compression techniques [13]. Update and retrieval performance of both models depends on the nature of data and implementation of models. DSM is known for fast retrieval whereas NSM is efficient in fast updates [13]. Copeland and Khoshafian suggest that many disadvantages of DSM can be avoided by using hardware and software techniques, such as differential files, multiple disks, large main-memory, and so on [4]. DSM allows the usage of the CPU cache efficiently [14].

Zukowski et al. in [15] compare the two approaches on most recent hardware for CPU performance trade-offs in block-oriented query processing. Zukowski et al. conclude that it depends on the query to identify, which data layout is better, furthermore, they recommend on-the-fly conversion between these formats for better performance and stress on research on hybrid data layout using best of both approaches. Example of hybrid data layout can be found in PAX [16] and MonetDB/ X100 [14].

2.1.2 Embedded Database
An embedded database is a data management solution that is embedded into its user-application. However, the same term is also used for a database that resides in an embedded system [17]. An embedded database is transparent to application end-users. An embedded database possesses many special characteristics as mentioned in literature [17, 18, 19, 20, 21]. We list some important embedded database characteristics as follows:

- Small footprint
- Small set of tasks
- Little maintenance
- Multiple-platforms support
- API based access

Cellular DBMS exploits multiple atomic customizable embedded databases at once to generate a large DBMS.

2.2 Software Engineering Aspect
For designing data management architectures, knowledge of software engineering aspects plays an important role. In the end, software engineering techniques are used to implement a data management system. Many researchers already have considered the software engineering aspect while designing data management architectures and found its impact on design decision as too high [20, 22, 23, 24, 25, 26, 27]. In Cellular DBMS, we also consider the software engineering aspects that can benefit us to achieve the targeted goals.

2.2.1 Software Product Lines
Software Product Line (SPL) engineering is an efficient and cost-effective approach to produce a family of related programs for a domain [28]. A product line shares a common set of features developed from a common set of software artifacts [29]. It has been shown that a high degree of customizability makes an SPL a suitable candidate for the development of data management systems [22]. Rosenmüller et al. in [30] and Saake et al. in [25] demonstrated how SPL overcomes the limitation of customizability and performance for data management in embedded systems that exist in other approaches.

2.2.2 Feature-oriented Programming
Feature-oriented programming (FOP) is a mechanism for developing software product lines where programs are synthesized by composing features [31]. A feature can be defined as “a distinguishable characteristic of a concept that is relevant to some stakeholder” [32]. When an SPL is designed in terms of features, creating a program is simply the selection of all required features and automatic composition of the according feature modules [31].

2.2.3 Aspect-oriented Programming
Aspect-oriented programming (AOP) [33] is a methodology that emerged with the aim to separate crosscutting concerns. AOP ensures code scalability and maintenance by preventing code...
tangling and scattering [33]. Using AOP, crosscutting code is separated from the program logic using aspects. These aspects, such as data persistence, transaction management, and data security, either can be provided by a software component or could be required by it [33]. Using join-points, pointcuts, and advice, an aspect weaver brings the program code and aspect code together [34]. Join-points are points in the execution of a program and are events of interest for aspect weaving [34]. Pointcuts is the collection of join-points and is used for selection of related method-execution points [34]. An advice is the intended behavior to be weaved [34].

2.3 Autonomy

Autonomy in data management means the capability of DBMS to monitor, diagnose, and tune itself for consistent performance. Autonomy is an essential feature to reduce the human effort in DBMS administration. Automatic administration can reduce the administration cost for data management of large enterprises as well as for embedded systems. “The embedded vendors all acknowledge the need for automatic administration, but fail to identify precisely how their products actually accomplish this” [21]. Similarly, Chang et al. based on their experiences of the Bigtable [35] implementation stressed the importance of proper system-level monitoring of the system itself and its users to detect and fix problems. Autonomous DBMSs monitor themselves and perform tuning operations automatically based on pre-defined policies. A key motivation of Cellular DBMS architecture is to achieve autonomy for self-tuning data management [2, 3].

3. Related Work

Cellular DBMS is an innovation in its own, but it did not appear from nowhere. All concepts and technologies that are joined together in Cellular DBMS have their counterpart in literature and industry. We believe that few concepts are new, but to make such a claim is unrealistic. For decades, many researchers have worked on similar topics and always found the possibility to have similar findings with different names in different domains. Cellular DBMS inherits the SPL-based approach from FAME-DBMS [20, 36]. Different aspects of Cellular DBMS have to be covered to convince the reader for the originality of Cellular DBMS [20, 36]. Various aspects of Cellular DBMS include column-oriented storage, different cell type implementations, autonomy, and evolution. We have many new features, such as high-level

3.2 Embedded Database

3.2.1 COMET

Tesanovic et al. in [24] proposed the concept of aspectual component-based real-time system development (ACCORD) and applied it successfully in the design and development of a component-based embedded real-time database system (COMET). COMET DBMS was developed for resource-constrained embedded vehicle control systems. COMET DBMS is highly tailorable for different requirements and was developed using component-based and aspect-oriented programming approaches. Cellular DBMS also target real-time embedded domain for its variants. It has similarity with COMET DBMS in terms of use of AOP in this domain.

3.2.2 Berkeley DB

Berkeley DB [19] is a customizable embedded database system. Cellular DBMS takes many inspirations from Berkeley DB. Key/Value pairs, API-based access, mainmemory database, and small footprint all these concepts have their counterpart in Berkeley DB.

3.2.3 FAME-DBMS

FAME-DBMS [20, 36] is developed based on an SPL approach. The SPL approach promises benefits for the embedded domain as proposed by Leich et al. [22]. Our existing Cellular DBMS implementation is an extension of FAME-DBMS. The conceptual approach of Cellular DBMS can be implemented using any customizable embedded database. Additional features of Cellular DBMS that are not part of FAME-DBMS include column-based storage, different cell type implementations, autonomy, and evolution. We have many new features, such as high-level
composite cells in development phase and many features, such as implicit learning for autonomy are planned as future work. Data management of embedded system is the focus of FAME-DBMS [20, 36]; in contrast, Cellular DBMS is not confined to it. FAME-DBMS focuses on the derivation of concrete instances of a DBMS by composing features of DBMS product line whereas Cellular DBMS derives one or more instances of any DBMS and exploits them in concert for data management.

3.3 AOP for Autonomy
Use of AOP to implement autonomic behavior is not a new concept. Many researchers in past have used it successfully to develop autonomic systems. Greenwood et al. in [47] outlined the case of the use of dynamic AOP for autonomic systems. Truyen et al. in [48] demonstrated the applicability of AOP for implementing self-adaptive frameworks. Tesanovic et al. in [24] proposed the concept of aspectual component-based real-time system development (ACCORD) and applied it successfully in the design and development of a component-based embedded real-time database system (COMET). In Cellular DBMS, we use an AOP based model to implement autonomic behavior at cell as well as at DBMS level.

3.4 Biological Inspiration
To take inspiration from biological systems in computer science is not a new approach. There have been many attempts by many researchers to take benefits from the concepts in biological systems. An important step in this direction was taken by John von Neumann in his work on self-reproduction and cellular automata [49, 50]. We found a major contribution from Gheorghe Păun and Cristian Calude in the area of membrane computing [51, 52, 53, 54]. Kersten and Siebes proposed an organic database system in [43]. It is similar to our approach, but with many differences as we have already discussed in section 3.1. We want to use the best of it regarding how to take the inspiration from biological systems.

4. Cellular DBMS
A Cellular DBMS is composed of multiple atomic and autonomic customizable embedded database instances, called Cells [38, 39]. The motivation behind this approach is to ensure that a DBMS can be reduced to a fine-grained atomic unit (i.e., a cell) with a predictable behavior and reduced complexity [2]. This approach enables us to assess the behavior of a complete DBMS by accumulating the behavior of all atomic cells.

4.1 DBMS Cell
A Cell is an atomic and autonomic instance of a customized embedded database [38, 39]. Each cell is based on RISCstyle architecture with simple and limited functionality. A cell can be customized based on different criteria, such as hardware, software, application scenario, nature of data, etc. Decisions about cell composition require a detailed analysis of all these criteria. Cellular DBMS architecture restricts cell functionality to a manageable complexity. It ensures that each cell is optimized for its task and is predictable for its performance. Each cell is customized to handle a single kind of data (i.e., data with unique characteristics, e.g., aggregated data as shown in Table 2). If a cell supports handling multiple tables than the same kind of data should be stored in these tables. It ensures customization of each cell according to the kind of data. Multiple cells should be used to handle different kinds of data.

The most fine-grained variant of the cell can handle key/value pairs of data. Variants that are more complex can handle tables and maintain data dictionary, however, complex variants should be composed by using multiple fine-grained variants of cell. As mentioned above, the simplest cell handles a key/value pair and has definite (optimal) data-handling capacity, however, with the data growth; more cells could be induced into DBMS to extend its data-handling capacity. Virtually each cell uses Binary Fission [55] mechanism to grow. In binary fission, biological cell grows to twice of its starting size and then split-up into two cells, each cell having a complete copy of its essential genetic material. Not exactly, but similarly each DBMS cell splits into two equal halves. One-half is left in the parent cell where as the other half is moved to a newly induced cell.

Deployment of cells depends on many criteria, such as the kind of data, the distribution of computing resources\(^7\), as well as the hardware of computing resources, etc. For example, in the simplest sensor network scenario, a single cell can be deployed on an individual node. However, for more complex scenario, multiple cells can be deployed on a single node or can be distributed over multiple nodes in a network.

4.2 Types of DBMS Cells
Cellular DBMS defines many different types of cells. Each type differs from the other based on its composition and characteristics. These types enhance the diversity of Cellular DBMS for many data management scenarios. Currently, implementation of Cellular DBMS is a work in progress. More cell types are expected to appear in the future. In this paper, we explain the types that we have defined based on our existing architecture and implementation.

4.2.1 Composite Cells
A cell can be composed of multiple similar or dissimilar cells related to each other as shown in Figure 2. Such composition of cells is termed as Composite Cell. Each composite cell should have limited (optimal) data-handling capacity to ensure it has manageable complexity and predictable performance. With the data growth, more composite cells could be induced into the DBMS to extend its data management capacity. Each composite cell maintains a meta-data of cell composition. Composite cell can be used to implement a table in Cellular DBMS where each column is implemented by a cell that could be of different type, e.g., one column cell contains in-memory data management functionality whereas another column cell can also store persistent data. It can also be used to handle large amount of data that simple cells cannot handle. From software engineering perspective, when using multiple cells, composite cells avoid code replication and allow us to reuse the program code between different cells on a single computing resource.

4.2.2 High-level Composite Cells
In Cellular DBMS, composite cells can be built from simple cells, as well as from composite cells, which results in high-level composite cells as shown in Figure 2. The reason for such

<table>
<thead>
<tr>
<th>Kind of Data</th>
<th>Standing</th>
<th>Setup</th>
<th>Transactional</th>
<th>Aggregated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Size</td>
<td>S</td>
<td>S to M</td>
<td>M to R</td>
<td>M to R</td>
</tr>
<tr>
<td>Read Frequency</td>
<td>H</td>
<td>H</td>
<td>M to H</td>
<td>L to H</td>
</tr>
<tr>
<td>Write Frequency</td>
<td>O</td>
<td>L</td>
<td>M to H</td>
<td>L to M</td>
</tr>
<tr>
<td>O=No Write, L=Low, S=Small, M=Medium, H=High, R=Large</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Data categorization

\(^7\) From computing resource, we mean any device with processing capability. It may range from small-embedded device to high-end enterprise server machines.
architecture is to provide hierarchical data management functionalities to manage complexity. According to Cellular DBMS architecture, data-handling capacity of a cell is optimally limited for highly predictable performance and reduced complexity. Cellular DBMS uses high-level composite cell for handling large amount of data. In high-level composite cell, cell composition becomes deeper with the increase in the size of data. Each high-level composite cell maintains a meta-data cell (i.e., stores metadata) that helps in fast retrieval and updation of records. To retrieve data from high-level composite cell, only meta-data cells are used to trace the data cell. Once the targeted data cell is traced, only this cell or its related cells are used for data management.

4.2.3 Hybrid Cell
For diversified data management, Cellular DBMS introduce the concept of Hybrid Cell. We could have horizontal as well as vertical hybrid cells as shown in Figure 2. From horizontal hybrid cell, we mean a composite cell that is composed of different type of cells such that each type is handling a definite data range. For example, we want to store city codes to be used in the contact book of a mobile phone product. If mobile is to be used in European Union (EU), frequency to access city codes of EU countries is much higher as compared to city codes of Australia. Using horizontal hybrid cell, we can store data in a composite cell in such a way that EU city codes should be stored in cell with a type that is suitable for faster access time whereas we store remaining city codes in a cell, which requires less storage space. We can exploit this feature in conjunction with autonomy to move data among different cells based on their usage scenario and available resources.

From vertical hybrid cell, we mean a high-level composite cell that is composed of different type of cells at different levels. For example, we have In-Memory Data Management type cell at the fine-grained level, i.e., level 0. At one level above, i.e., level 1, we have B+Tree composite cell using multiple In-Memory Data Management cells, and finally one more level above, i.e., level 2, we have SortedList using multiple B+Tree composite cell. Vertical hybrid cell can be generated using the evolution approach discussed in this paper; however, implementation of hybrid cells is future work.

4.2.4 Evolving Cell
Evolution in Cellular DBMS means run-time transformation of cells. We term a cell that supports evolution as an “Evolving Cell”. Evolution can be constructive as well as destructive. From constructive evolution, we mean the transformation of a cell from one form to another in such a way that the previous form becomes an atomic integral unit of new form as shown in Figure 3. New form of such an evolved cell should have larger data-handling capacity. Evolution is a mandatory concept to bring autonomy in Cellular DBMS. For example, consider a cell X that is initially an in-memory data management cell. We also support a SortedList that stores data using multiple in-memory data management cells. SortedList is the simplest composite cell. From evolution, we mean the transformation of cell X to SortedList so that cell X becomes an atomic integral unit of SortedList.

4.3 Clean API and Interaction
From software engineering aspect, providing a consistent API for simple as well as composite cells is an important design criterion, which is required for communication between cells. We argue that, two communicating cells should not care about the concrete type of one-another. On the other hand, simple cells provide limited data management functionality and should exhibit a simple API that reflects the limited functionality, which is in contrast to a consistent API and has to be considered when generating cells.

For solution, we use two different mechanisms. First, we allow only interface extensions, but not modifications of an interface [39]. For example, a DBMS feature might add a method to the interface of the DBMS, but is not allowed to modify the signature of an existing method. This ensures upward compatibility, i.e., we can use cells with a more complex API when cells with a simple API are expected.

The second approach is to generate wrappers for simple cells when complex cells are expected [39]. For example, if a method for creating an index is expected from an in-memory cell without index support, an empty wrapper method can be generated to provide this method. Wrappers are used to achieve only downward compatibility and wrappers that are more complex might be required. Furthermore, it has to be analyzed for which scenarios it is not possible to generate such wrappers.

4.3.1 Distributed Cells
In Cellular DBMS, cells are not confined to a single computing instance. Cells can be distributed across network, or more ambitiously speaking across internet. Important distribution criteria could be size and locality of data. For example, in a complex distributed sensor network scenario, cells are deployed on multiple nodes and collaborate for data management. On each node of such a distributed scenario, a single cell might be used or a composite cell might provide complex data management. Distributed cells interact with each other through API calls over the network. For distributed deployment, we envision a Cellular DBMS using a global data dictionary and statistics as well as distributed monitoring functionality to implement distributed autonomy. However, it has to be further analyzed how distributed deployment of interacting cells can be achieved in Cellular DBMS.
4.4 Cell Classification
Based on our current architecture and implementation, we can also classify cells in two types based on the data they store, i.e., data cell and meta-data cell. Data cell manages data. Meta-data cell is also a data cell, but it stores metadata.

4.5 Design Principles for Autonomy in Cellular DBMS
Autonomy of each cell is an important design principle for Cellular DBMS. Cellular DBMS envision the development of complete autonomous DBMS by accumulating autonomic behavior of all participating cells. For autonomy, the most fundamental functionalities are Monitoring, Diagnostics, and Tuning [56, 57]. According to the proposed architecture, monitoring, diagnostic, and tuning components should also be customizable according to the cell functionalities to ensure reduced monitoring overhead. We present an AOP based model for autonomy at cell-level. We argue based on provided related work in section 3.5 that AOP join-point model can be used to implement efficient monitoring functionality for data management.

According to Cellular DBMS architecture, each cell contains an optional lightweight monitoring functionality. The purpose of monitoring functionality is to monitor the cell for specific parameters. These parameters are defined as a policy for DBMS cell goals. Each cell should be able to adapt to changes based on events identified by the monitoring component. Additional to a cell-level monitoring, there should be a monitoring component at composite cell as well. It should get feedback from an individual cell monitoring component and should by itself monitor certain parameters at composite cell level. It enables global monitoring of cells for adaptation to DBMS changes and fixing of DBMS problems according to defined DBMS policy. A symbolic monitoring functionality distribution is depicted in Figure 4. For diagnostics, we use the state of the cell, and results of data management operations to identify the definite tuning points. For tuning, we use the evolution and evolving cell approach presented in section 4.2.

According to the model, tracing is an important functionality during monitoring. By tracing, we mean collection of cell state information that is needed to diagnose and tune the individual cell as well as complete Cellular DBMS. For each join-point, a before advice should be used for tracing whereas an after advice should be used to diagnose the abnormality. If any abnormality is detected during diagnostics, tuning should be executed to counter the abnormality.

To explain the concepts in more detail, we describe a scenario. We compose a Cellular DBMS that supports an in-memory data management cell and an in-memory data management composite cell, i.e., a SortedList. We term in-memory data management cell as Cell A and in-memory data management composite cell as Cell B. Cell A stores data in a single memory chunk whereas Cell B is composed from multiple Cell A. It is also shown in Figure 3. Both cells store definite/limited amount of data, however, capacity of data storage in Cell B is larger. In contrast, the complexity and main-memory requirement of Cell A is relatively low. To differentiate the behavior of two cells we presented the average execution time in millisecond of stress test on both cells in Table 1 and Figure 5. We executed test with different stress values, i.e., number of records that are inserted, retrieved, and deleted. For Cell A, we kept memory allocation large enough to accommodate all test data into a single cell. For Cell B, we kept memory allocation of each Cell A small enough so that multiple cells can be used to demonstrate the change in behavior. It can be observed that Cell A performs much faster than Cell B, because of reduced execution complexity. Cell A also consumes less main-memory, because of simple data management structure. Based on the results, we argue that cell complexity should only be increased with the data growth. For example, we should use the Cell A as long as the data is small enough for it to handle. As data grows to exceed the limit of Cell A capacity, we bring the concept of evolving cell to evolve cell from type A to type B, i.e., Cell A becomes part of Cell B and evolved cell has relatively larger data management capability. In Cellular DBMS, we can evolve cells to higher level, e.g., compose Cell C based on multiple B cells and so on. Autonomy should be kept at the fine-grained level of Cell A to ensure highly predictable and tunable behavior at the smallest data management unit.

Figure 4. Monitoring functionality distribution

Figure 5. Average execution time graph for stress test in millisecond for different Cellular DBMS cells

---

Average execution time is used to demonstrate the concept and may vary in future work.
To generate better results, we first analyzed the optimal memory allocation of Cell A that resulted in the fastest execution time for stress test using Cell B. We observed that for our sample stress data, both, i.e., too small as well as too large memory allocation was found to be inefficient. Once we identified the optimal memory allocation for Cell A, our evolving cell implementation uses Cell A until its data management limit is reached. Monitoring component keeps monitoring the Cell A based on join-point specification and keeps trace of the required information. As soon as our diagnostic implementation detects that Cell A is out of memory, it executes the tuning implementation, which evolves Cell from type A to B by injecting Cell A in Cell B. From end-user and application point of view, it is kept transparent when evolution occurs. By using this approach, we ensure that complexity of data management implementation should only be increased as the amount of data is increased.

4.6 Cellular DBMS Storage Model

Customization capability of Cellular DBMS gives us provision to use any of the available storage models. Cellular DBMS does not restrict the usage of any specific storage model; however, we recommend one in this section based on the Cellular DBMS goals. Cellular DBMS stores data using Decomposed Storage Model (DSM) [5] also know as Column-oriented Storage (COS) [10]. Based on the discussion in the related concepts section, we found COS most appropriate for implementing atomic and autonomous cells. Use of COS enables simple cell design and gives more control over data. We envision achieving all benefits from COS as discussed in related concepts section. In Cellular DBMS, each column is a separate cell. A column data can be stored using a simple as well as composite cell. COS in Cellular DBMS is shown in Figure 6.

5. Cellular DBMS Implementation

Existing Cellular DBMS implementation is an extension of FAME-DBMS, a highly customizable embedded database management software product line developed for deeply embedded systems [20, 36]. We used FAME-DBMS to generate the cells; however, any customizable embedded database can be used to generate cells. FAME-DBMS is implemented using feature-oriented programming. It untangles and modularizes DBMS functionalities as features. A decomposition of DBMS into features, i.e., the functionalities individual DBMS differ in, allows a developer to generate a tailor-made DBMS variants based on the selection of required features [22, 58]. These different variants are built from the same code base as depicted in Figure 7 [39]. Based on such an SPL, multiple heterogeneous DBMS cells can be generated [20].

The feature model of Cellular-DBMS, as shown in Figure 8, is based on the FAME-DBMS feature model originally published in [20]. A feature model describes the features of an SPL and

![Table 2. Average execution time for stress test in milliseconds for different Cellular DBMS cells](image)

<table>
<thead>
<tr>
<th>Cell Type</th>
<th>Stress (No. of Records)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>256</td>
</tr>
<tr>
<td>Composite Cell A</td>
<td>4</td>
</tr>
<tr>
<td>Composite Cell B</td>
<td>10</td>
</tr>
<tr>
<td>Evolving Cell</td>
<td>4</td>
</tr>
</tbody>
</table>

![Figure 6. Column-oriented storage using composite cells](image)

![Figure 7. Generating different DBMS cells by composing features (F1--F7) of a DBMS cell product line [39]](image)

![Figure 8. Cellular DBMS feature model](image)
their relationships [32]. As depicted, the implementation of Cellular DBMS consists of five major features, i.e., In-Memory Data Management, Buffer Manager, Access Path, Autonomy, and OS Abstraction. Every functionality can be implemented differently to achieve benefits, e.g., better performance, and can be described as alternative features. For example, feature Index provides two variants for effective data access, i.e., B+Tree and Hash. It enables us to generate specialized cells by selecting one feature or the other.

Functionality for storing data is provided by feature In-Memory Data Management. This feature contains the functionality of an in-memory embedded database. It can alone be used to construct a simple DBMS cell. It performs data management operations in an in-memory environment and does not have any unneeded persistence functionality, resulting in good performance in terms of fast operations [59]. For example, in the sensor network scenario, most sensor nodes are equipped with storage memory that can be used to store data persistently. To scale a Cellular DBMS cell for such nodes feature Persistence can be used.

The simplest cell, consisting only of feature In-Memory Data Management, supports exactly one column or a fragment of column (if used as a part of high-level composite cell). For multiple columns, we can clone the In-Memory Data Management feature. Cloning a feature means to create multiple instances of it [60]. For example, to support two columns we have to create two instances of the In-Memory Data Management feature and each instance handles one of the columns. Whether a feature can be cloned is depicted with cardinalities in Figure 8. For example, there has to be at least one instance of the In-Memory Data Management feature, but an arbitrary number of instances are allowed.

We bring autonomy to each cell by using an AOP based model. We utilized AspectC++ [61] for using AOP constructs. FeatureC++ also supports AOP extensions as discussed in [62, 63, 64], however, AspectC++ is used independently to control AOP constructs more easily. The code transformation model is shown in Figure 9 that we used in our implementation.

6. Discussion

We envision that Cellular DBMS architecture is scalable for use in embedded systems to enterprise systems. For explanation, we discuss two assumed sample scenarios for Cellular DBMS use in sensor networks and enterprise data management.

6.1 Sensor Networks

Sensor networks are important data-centric systems with hardware and software heterogeneity as depicted in Figure 10. Hardware in sensor networks may vary from 8-bit motes to 32-bit microservers with the program memory that can vary from 48 kB to 512 kB, whereas the data memory may vary from 4 kB to 64 kB [65]. Each node varies in terms of the processing power and the memory configuration. Considering extreme resource scarcity and high hardware and software heterogeneity as discussed above, one of the requirements of sensor networks is to make the best use of available resources and exploit the hardware heterogeneity for efficient data management. For deployment on sensor networks, each cell should be customized based on the resources and kind of data that cell handles on the deployment node.

For discussion of our proposed architecture, we consider storage memory and program memory as parameters of interest. To explain the idea, how specialized DBMS cells can be beneficial for data-centric embedded systems, four types of DBMS cells are generated based on different feature selections using FAME-DBMS prototype as shown in Table 39. For each cell, the binary size is different and depends on the selected features of FAME-DBMS prototype. Each cell is a candidate for a different type of node based on the available program and storage memory as well as type of data it handles. Cell A is suitable for nodes without any storage memory, e.g., Imote node. Cell D is suitable for nodes with relatively large data and storage memory, e.g., BTNode rev3. A sample deployment of these customized cells based on a node’s resources is shown in Figure 11.

8 “AspectC++”, http://www.aspectc.org/
In the sample deployment, Tmote sky contains the smallest program memory and can only handle small cells like Cell A. However, it also contains largest storage memory making Cell B, C, and D a good candidate for storing relatively large data on storage memory. In contrast, Imote contains the largest program memory, but lacks storage memory, again making Cell A best candidate for deployment. BTnode rev3, Mica2, and Mica2Dot all contain moderate program and storage memory. We argue that, in the demonstrated sample deployment, the Cellular DBMS is a promising solution. The Cell implementation is lightweight and allows for deployment of multiple heterogeneous cells on a single node, enabling specialized handling of data based on available resources and the nature of data.

6.2 A Distributed Virtual Reality Scenario

Virtual Reality (VR) is intensively used in planning and development of new complex products, e.g., in the automotive domain. This development process is also called virtual engineering. However, there is no restriction of the co-operation of virtual and real products over the complete product life cycle. Furthermore, different applications, such as simulation, computation, and visualization, are used here. An application of the interaction of VR and embedded devices is given by Köppen et al. Cellular DBMS can improve the scenario by customization and adaptation on the hardware, software, and application requirements. This is respected by the fact that data has to be stored and accessed differently for different types of data. A simulation application for instance uses data as a parameter input on the one hand. On the other hand, the new (simulated) data has to be stored for further usage. In the contrast, visualizing the data has only read access. For both different parts of the VR environment, a type of cell is responsible for the state of predictability. Moreover, in a distributed VR scenario all data has to be accessible at nearly the same time in different workplaces. In such a scenario, a domain expert can view the regarding information in the VR, e.g., an automobile designer views the car body, whereas the electrical engineer makes changes of the wiring at the same time. The car data has to be merged on the one hand to have a consistent state, on the other only domain or application relevant data has to be processed. Using Cellular DBMS enhances the use due to more efficient handling of information and context-adapted functionalities of data provision. It can allow managing different data schema, formats, and storage systems that exist in VR environment with a single DBMS view.

6.3 Enterprise Data Management

Industries with enterprise data management needs are quite satisfied with existing DBMSs in term of their performance. They have many solutions to choose from based on different criteria, e.g., cost, performance, etc. However, maintenance cost of most of the existing DBMSs is high. We argue that Cellular DBMS architecture with its goals to achieve highly predictable, customizable, autonomous DBMS will be able to reduce the maintenance cost.

The data classification we provided in Table 2 is also applicable for enterprise data management. Cellular DBMS gives an end-user the provision for data management customization at many different levels. An end-user can specify, what functionalities DBMS should have, how these functionalities should be used, and how DBMS should be tailored based on application and data [20, 22, 25, 27, 36, 58, 67]. For example, consider the case for setup data. The frequency of update in setup data is low whereas frequency of retrieval is high. Furthermore, setup data (except some exceptions) is not too large. In an enterprise application, we normally have many setup tables. Existing DBMS handles all tables similarly. Either we have large data or not, we cannot customize the internal implementation to optimize it for handling small data. The same column implementation is used for handling a column with only five values as well as for a column with many MBs of data. Cellular DBMS approach is different. It provides the provision for customization at the fine-grained level of cell. It is possible to compose different cells based on the kind of data, i.e., we can compose four types of cells for all four kinds of data we presented in Table 2. This approach is similar to using four small databases customized for their task instead of using a single large DBMS customized for nothing. Another important aspect is that existing DBMS uses complex internal structures irrespective of existing data size. In contrast, in Cellular DBMS data management complexity only increases with the data growth, i.e., utilizing the resources only when they are needed.

7. Conclusion and Future Work

We proposed a novel DBMS architecture based on composition of multiple cells that are atomic and autonomic customized embedded databases. As explained, these cells provide restricted data management functionality and collaborate to constitute one large Cellular DBMS. This cellbased approach ensures predictable behavior and efficient utilization of resources by keeping the cells simple.

We argue that Cellular DBMS architecture reduces DBMS complexity and when blended with autonomy, it can be used to develop highly predictable autonomous DBMS. In this work, we also presented an AOP based model for implementing autonomy at cell level in Cellular DBMS. We also explained the idea how evolving cells can be used to self-tune data management with data growth. Our presented implementation ensures that initially for small amount of data, simpler data management functionality is used. We evolve the functionality with the data growth maintaining consistent performance. In our proposed architecture, we argue that we can develop highly customizable autonomous DBMS that can scale from requirement of small embedded systems to large-scale enterprise systems.

As a future work in Cellular DBMS, we found many opportunities that are listed below:

• Many concepts, such as hybrid cell, cell mobility, resource balancing, self-* [68] (e.g., self-tuning, self-managing, self-adaptation, etc.) capabilities, etc., that we presented in this paper need implementation and performance comparison with existing approaches.

• In the era of multi-core processors, we want to enable Cellular DBMS to exploit parallelism.

• Using differently composed cells simultaneously while minimizing code replication is an important open issue. A software engineering based solution is needed to solve this issue.

• Monitoring is an overhead for high-end embedded system. For implementation of Cellular DBMS in such systems, we want to investigate mechanisms to reduce this overhead.

Table 3. Binary size for different Cellular DBMS cells [39]
• Current implementation of cell evolution is explicitly programmed. An important future direction is to enable implicit learning in Cellular DBMS for self-* capabilities.

• Query processing is a mandatory feature for all existing DBMS. For Cellular DBMS architecture, we need specialized mechanism for efficient query processing.
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