ABSTRACT: Recently, e-learning systems have begun to be used in companies and education institutions. The spread of e-learning is mainly due to development of the learning management system (LMS), which includes SCORM and WebCT. Therefore, the introduction of learning the web digital web digital texts have become much simpler. The increase of contents of the web digital texts has realized a wider range of learning. As a result, we are concerned that learners will be confused with selecting the best learning web digital texts. In our research, we are developing a bidirectional recommendation system that extracts the relationship among learning the web digital texts with historical logs and recommends an effective web digital text for learners. In this paper, we first discuss the design of the bidirectional recommendation system, and second, we show its evaluation results. Finally, we conclude that our recommendation system is useful for learners.
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1. Introduction

For lectures at education institutions and training at businesses, educational methods using e-learning have become widespread, and self-completing learning systems are sometimes seen. Many of the systems now in service are merely for browsing learning texts or for online testing and do not exhibit the advantages of e-learning. With the spread of SCORM [1], which means a unified standard for learning systems, learning history databases, and learning texts, the number of learning texts will increase and make it difficult for learners to select appropriate ones.

Considering these issues, we developed in this research a bidirectional recommendation system optimum for learning by seeking the relationship among learning texts from the historical log information of learning texts used by the learner, or the learning information indicating how the learner learned. We also developed An Individual Reviewing System (AIRS) [2]. This paper gives an outline of AIRS and describes the implementation and evaluation of the bidirectional recommendation system.

We surveyed the state-of-the-art about the recommendation technologies such as collaborative filtering, as follows. In [3], the design and implementation of a recommender system using social networks was described. In [4], a web content recommendation system based on the similarities is proposed. In [5], collaborative filtering based on C-SVM (Support Vector Machine) was proposed examined. In [6], data mining technologies, such as clustering and sequential pattern mining, for online collaborative learning data are studied. In [7], monitoring online tests, such as learner behavior and test quality, through data visualization are discussed. In [8], an automated learning and skills training system for a database programming environment is presented. On the other hand, we developed the new bidirectional recommendation system [9, 10]. In addition, we are currently studying a method for a collaborative learning recommendation system that mines the data of similar users sharing non-favorite subjects using historical logs and user attribute data [11], too.

2. Outline of AIRS

AIRS is a web-based system that distributes review-only learning texts for efficient reviewing by learners. Here, reviewing is defined as “rechecking contents once learned from a lecture, etc., and strengthening the understanding” [12]. Figure 1 shows a schematic of AIRS.

Figure 2 displays the AIRS Japanese top page after a learner, who is going to review the database contents especially selection function, logs in AIRS. This page is comprised of the book marks (located at the upper side) of the contents available with AIRS, the contents menu (located at the left side) corresponding to the selected...
book mark, and the help messages for beginners (located at the right side). In figure 2, the contents menu displays database, data model, RDB, design methodology, and SQL. The learner selects the book mark such as selection and sorting before the learner can select the corresponding database contents menu. Then, the learner can proceed to review the database contents.

AIRS uses Java Servlets and JavaServer Pages (JSP). Tomcat5.5 is used for the Servlet container and Apache2 for the web server. MySQL is used for the learning history database of MySQL learners and for the recommendation database as shown in Figure 3.

This AIRS comprises a database server that runs databases, a content server that makes teaching content available, and a system server that runs AIRS. Figure 4 show the flow of texts contents recommendation with AIRS. First, a learner selects the content. Second, the optimum form of expression is requested. Finally, the content is provided from content server to the learner.

2.1 Learning texts
For AIRS, extracts from the courses, "Database System" and "Basics of Information Processing," at our institution are distributed as learning texts to meet the flow of lessons. Each learning text is composed hierarchically by chapter and section and has three different expression methods for each class. In other words, the composition of the training text may be different even for the same contents.

Expression method 1 may use minimum necessary explanations such as formulas and definitions with figures only, Expression method 2 may use static explanations such as statements and figures, and Expression method 3 may use dynamic explanations using FLASH. For example, Section 8 of Chapter 3 in the database system describes the normal form only in Expression method 1 and attempts the dynamically form in Expression method 3. Table 1 defines the expression methods and Figure 5 shows the hierarchical structure of the learning texts. We call each expression method contents.

<table>
<thead>
<tr>
<th>Expression method</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Formulas, definitions, and minimum necessary figures only</td>
</tr>
<tr>
<td>2</td>
<td>Static explanation</td>
</tr>
<tr>
<td>3</td>
<td>Dynamic explanation</td>
</tr>
</tbody>
</table>

Table 1. Definition of expression methods

2.2 Recommendation of learning texts
AIRS has a learning text recommendation function. This section describes the recommendation function.

2.2.1. Recommendation of expression method
A recommendation technology now in use is collaborative filtering [13]. Collaborative filtering is a technology to analyze user characteristics from historical log data and to recommend information from the historical logs of another user having similar characteristics. For the automatic recommendation function of each expression method, AIRS uses this technology [14]. Suppose that a database has browsing history information indicating which section was browsed by the learner.

![Figure 3. System Configuration of AIRS](image)

![Figure 4. Recommendation flow with AIRS](image)

![Figure 5. Hierarchical structure of learning texts](image)
Learner A and which expression method was used for this browsing. Then, Learner B, who has the similar browsing history information, is found. Based on this information, an expression method is determined for the recommendation to Learner A. Figure 6 shows a schematic of a recommendation by collaborative filtering. The expression method used in this recommendation is determined by the expression method browsing historical logs 1 to 3. When Learner A browses Learning texts 3, Expression method 2 is recommended by considering that Learner A may possibly prefer Expression method 2 because Learner B, who has similar characteristics, browsed Expression 2 of Learning text 3.

2.2.2 Recommendation of section
This research examines the function of recommending and displaying a section of strong relationship by calculating the relationship among sections. By naming this as a “bidirectional recommendation system,” we proposed and developed its algorithm.

3. Bidirectional recommendation system
AIRS is not a self-completing system because it supports efficient reviewing. This system is developed based on a concept that it grasps a general idea quickly and provides efficient reviewing by selecting exact points that need to be clarified and checked. However, learners strongly tend to browse learning texts sequentially from the first one and follow along a learning flow. For example, learning texts with as many as 210 sections may also be a factor that makes learners follow a sequence. Therefore, we think efficient reviewing is possible by presenting sections highly related to the current reviewing section if the sections related to the current browsing section can be recommended.

3.1 Recommendation types
As typical recommendation systems, reference [15] introduces the following two types of recommendations:

1. Recommendation by user relationship.
2. Recommendation by item relationship.

Recommendation by user relationship is making a recommendation from the viewpoint of the user relationship by analyzing the action history of each user. This is called user correlation and is used for the aforementioned collaborative filtering.

Recommendation by item relationship is making a recommendation from the viewpoint of the item relationship. This is called item correlation. These two recommendations can be classified into the following two analysis techniques:

1. Correlation based on the user’s action history.
2. Correlation based on the item’s information.

For bidirectional recommendation, the relationship among sections is analyzed by using the former correlation based on the user’s action history.

3.2 Necessity of bidirectional recommendation
The recommendation engines now in use for collaborative filtering are mainly used to recommend commodities. Therefore, there is no need to recommend having already purchased ones. In learning, however, not only learners advance from the current learning text to the next, but also learners return to the previous learning text. Therefore, we think it necessary to make not only a unidirectional recommendation that recommends new contents only but also a bidirectional recommendation that also recommends the previously browsed contents.

3.3 Outline of bidirectional recommendation
When a learner is browsing the learning text “Basics of substitution,” it is natural to advance to the next step “Basics of ‘while’ statement” or “Basics of ‘if’ statement.” However, browsing the basic contents “Variable types” again is also natural in learning. In other words, the learning efficiency is expected to improve by recommending not only learning texts frequently shifted from but also frequently shifted to “Basics of substitution.” Figure 7 shows a schematic of a bidirectional recommendation.

3.4 Bidirectional recommendation algorithm
To realize bidirectional recommendation, a binary tree is created with each section as the root. Sections highly related to a section are linked as subnodes to form a small-scale tree up to Level 2. With each section as the root, trees for as many as all sections are created under the tree. The tree, different from the aforementioned hierarchical structures of learning texts, indicates the relationship among sections. By referencing this tree, highly related sections before and after are found and recommended.

3.4.1 Tree configuration
This tree for bidirectional recommendation is created from historical log data in which the shift of learning texts by each learner is recorded. The log data integrated from learners is called the learning text shift history. Figure 8 shows this integration.

To extract sections highly related to a section from this learning text shift screen, we apply the user count algorithm used in the web recommendation system PHOAKS by Terveen [16] et al. This is used to find an item used by many users. Sections where a learner shifted from a section can be considered as

![Figure 6: Schematic of recommendation by collaborative filtering](image)
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highly related. The following Equation (1) is used to calculate the degree of the relationship with a learning text from the learning text shift history:

$$p_{a,j} = \frac{\sum_{i=1}^{\text{binaryOf}(q_{i,j})}}{|U|}$$  \hspace{1cm} (1)

where

$$\text{binaryOf}(q_{i,j}) = \begin{cases} 0 & (q_{i,j} = 0.0) \\ 1 & (q_{i,j} > 0.0) \end{cases}$$  \hspace{1cm} (2)

If the frequency of shift from learning text $U_i$ to $U_j$ is represented as $q_{i,j}$, the degree of relationship $p_{a,j}$ of $U_j$ with $U_a$ can be calculated. The right side of Equation 1 becomes equal to the ratio of learners who shifted to learning text $U_j$.

A binary tree is created with the top two sections shifted from Section 1 on Level 1 and the top two sections shifted from there on Level 2. Repeating this on every section produces as many trees of relationship as the sections. Figure 9 shows a tree indicating the relationship of the section “Function.”

### 3.4.2 Recommendation method using tree

A bidirectional recommendation is made by using the tree mentioned in the preceding section. When a learner is browsing the section “Function,” the system refers to the tree of the relationship shown in Figure 9. The system determines the sections of “Example of function” and “Value exchange” most possibly related to this tree as recommendation items.

Next, all trees are searched to find the trees containing the section “Function.” Here, the section “if statement” shown in Figure 10 is found. From this tree, the section “Basics of ‘while’ statement” is determined as a recommendation item because it is found highly related to the section “Function.” Figure 10 shows this recommendation and gives a sample tree of the section “if statement.”

In addition, when a tree containing the section “Function” is found, “Function” is also determined by similar processing as a recommendation item.

The system presents the learner with the recommendation items determined by the above processing. This enables the recommendation of a highly probable shift to sections before and after the current learning section. In other words, the contents to be learned next and reviewed can be recommended in two directions. The system of recommending related items before and after was named “bidirectional recommendation system.”

Figure 11 shows the general flowchart of the bidirectional recommendation. Through the above flow, sections to be presented to a learner browsing the section “Function” as related pages are determined.

Up to four pages can be presented. Figure 12 shows the presentation of related Japanese homepages in our developed recommendation system. Precisely looking at figure 12, four recommended items such as example of function, value exchange, basic of ‘while’ statement, and inbs of variabes are displayed.
4. Evaluation

This section compares the recommendation results available from the log data of learning texts arranged along the lesson flow with that from the log data of learning texts arranged at random. Thus, we verified the validity of the related pages presented by the bidirectional recommendation system and obtained the following results.

4.1 History log data for verification

In our university department, the course “Database system” was held for sophomores in September 2007. A total of 125 students who took the course used AIRS. The acquisition of learning text historical log data began on September 19, 2007. A total of 7355 historical logs acquired by the end of the course on December 27, 2007 were used for verification. Since the system is in actual operation, the links of learning texts are arranged along the course flow. The tree of relationship created from the historical log data are used as Experimental data 1.

To acquire a learning text shift history for comparison, a total of 24 people used AIRS (one postgraduate, one research student, 22 undergraduates (13 seniors and 9 juniors)). In the period of use from January 8, 2008 until January 18, 2008, AIRS was used for approximately 10 minutes a day for learning. For comparison, the links of learning texts were arranged at random, totally irrespective of the course flow. The tree of relationship created from the historical log data are used as Experimental data 1.

Table 2 summarizes the experimental data.

Table 3 shows part of the tree stored in a database. The content_id represents a section, layer1_1 and layer1_2 represent the first layer of the tree, and layer2_1 to layer2_4 represent the second layer.

<table>
<thead>
<tr>
<th>content_id</th>
<th>layer1_1</th>
<th>layer1_2</th>
<th>layer2_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>20</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>15</td>
<td>173</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>19</td>
<td>12</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Tree stored in a database

4.2 Precision of recommendation

By using the two tree groups mentioned in the previous section, bidirectional recommendations were made and the recommendation results were compared. The object learning texts here are composed of 58 sections from Chapters 1 and 3 of “Database system.” The recommendation using Experimental data 1 presented 152 related pages and that using Experimental data 2 presented 212 related pages. The recommendation using Experimental data 2 proposed more related pages because various shift historical logs could be acquired due to the random arrangement of learning texts.

As shown in Table 4, when the recommendation results using Experimental data 2 were compared with those using Experimental data 1, the number of the same recommendation items were 32 and the hit ratio of the items against the related pages using the Experimental data 2 was 15.1% (=32/212). The number of sections containing at least one hit was 25 and the average ratio of the hit against the entire sections was 43.1% (=25/58).

Table 4. Number and ratio of hits

Then, recommendations of not complete but approximate hits were also compared as shown in Table 4. These can be considered to be identical recommendations, such as “key insertion into B+ tree,” identical to “key deletion from B+ tree,” and “union operation,” identical to “difference operation.” The number of hits under this condition was 74 and the ratio was 34.9% (=74/212). The number of recommendations containing at least one hit was 45 and the average ratio was 77.6% (=45/58).

We measured the number of the recommended contents with the bidirectional recommendation system on the base of the flow of lessons previously mentioned. Table 5 shows the number of the recommended after pages and the recommended before pages using Experimental data 1 and Experimental data 2. In addition, Table 5 indicates the ratio of the recommended after pages and the recommended before pages, too.

Table 5. Number and ratio of the bidirectional recommendations
In case of Experimental data 1, the ratio of the recommended before pages is 47.4%, which is less than that of the after ones. On the other hand, in case Experimental data 2 the ratio of the recommended before pages is 60.0%, which is greater than that of the after ones.

4.3 Discussion
The comparison this time may not be very accurate because the counts and periods of experimental data were different. By comparison, however, we could at least confirm the ratio of almost equally recommended sections to be as high as 77.6%. In addition to that, we found that the bidirectional recommendation system realizes the number of the recommended before pages is almost equal to that of the recommended after pages, such as 50 to 60%.

Collaborative filtering or any other recommended engine using personal historical log data cannot make an optimum recommendation to the first-time user. A recommend engine that calculates the item relationship from the historical log data of all users makes a recommendation that can present the same result even for the first-time user. The bidirectional recommendation system using this method can recommend learning texts appropriately to all learners if there is historical log data about the learning texts. We show the comparison results of the bidirectional recommendation system and collaborative filtering in the Table 6.

<table>
<thead>
<tr>
<th>Bidirectional recommendation</th>
<th>Collaborative filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommended items</td>
<td>Sections</td>
</tr>
<tr>
<td>Recommendation criterion</td>
<td>Associations between contents</td>
</tr>
<tr>
<td>Recommendation results</td>
<td>Common to all learners</td>
</tr>
<tr>
<td>Required log data</td>
<td>All learners’ log data</td>
</tr>
</tbody>
</table>

Table 6. Comparison of bidirectional recommendation and collaborative filtering

5. Conclusion
By experiments, we could prove the bidirectional recommendation system capable of making an appropriate recommendation, regardless of the arrangement of learning texts. The bidirectional recommendation system not requiring personal historical log data was also proved effective for recommending learning texts.

We currently consider the following three future research subjects. The first subject is to verify that learning texts can be recommended appropriately to learners by the recommendation of sections by combining the bidirectional recommendation and the recommendation of expression using collaborative filtering. The second subject is to develop the analysis method of the recommendation evaluation results. The third subject is to compare our approach with existing data mining techniques such as the correlation between users (resp. items) could be extracted by association rules or sequential pattern approaches.
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