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ABSTRACT: Objectives: Network security is used to monitor and prevent unauthorized access, deployment, enhancement, or
contradiction of a network of computers. Network security is a primary issue in processing on the grounds that numerous
assortments of assaults are expanding step by step. Despite the fact that, more number of research works were completed in
the past for system security yet at the same time there are numerous testing issues.

Methods/Statistical Analysis: To address the issues in the existing literature, the probability clomp algorithm has been
proposed to form the cluster and intrusion unearthing algorithm has been implemented among the clustering environment.

Findings: The execution of the proposed Intrusion Detection System (IDS) recognizes the interruption significantly more
successfully than the current frameworks. The quality of the cluster is measured with the help of attributes like precision and
entropy which is compared with the existing approach.

Application/Improvements: The proposed algorithm is able to achieve high observations and detection to overcome the
disadvantages of existing algorithm.
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1. Introduction

Network security consists of the provisions and strategies adopted by a network administrator to supervise and frustrate
unauthorized access, utilization, amendment, or refutation of a computer network and network-accessible resources. Network
security is considered to be more decisive because of inventive property that can be effortlessly acquired through the network.
The confidentiality and the integrity are significant and are to be considered for embryonic a secure network1. It must endorse that
the non-authenticated party does not audit the data and also it must guarantee that the data which is received has not been
altered.
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Network Security Situational Awareness (NSSA) is a rising technique within the field of network security and it helps security
analysts to be conscious of the fastidious security scenario of their networks. NSSA has been a hot analysis within the network
security domain. Intrusions are the activities that infringe the security policy of the system. The general attacks on the networks
are DoS, U2R, R2L and probe. Intrusion Detection System (IDS) is a device; typically another separate computer that monitors the
activity to recognize these attacks malicious or suspicious events and IDS monitors the system and user activities. It audits the
system configuration vulnerabilities and misconfigurations. It corrects the system configuration errors. Intrusion detection rate
and interference detection rate are the same. Each is used to observe the bug that enters in our network or host. The distinction is
that the interference system can offer the response to bug by firewall, anti-spam and by interference through the malicious
activity. So, it is required to perform the intrusion detection in network and host. There are 2 styles of intrusion detection system
which are signature based and anomaly based detection methods. The KDD CUP 1999 data set contains a standard set of data to
be audited which contains a diversity of instructions simulated in a military environment. In our proposed work the KDD cup 1999
data set is grouped into clusters using probability clomp clustering algorithm. This algorithm doesn’t provide single partitioning
data set but instead provides extensive hierarchy of clusters that merge each other at certain distance3.To avoid intrusion in the
cluster, the intrusion unearthing algorithm is used.

Figure 1. Architecture of IDS

The above figure shows the general architecture of IDS in which how the functions are carried out. IDS is a device, typically
another separate computer that monitors the activity to identify these attacks, malicious or suspicious events. The IDS monitors
the system and user activities as shown in figure 1. It audits the system configuration vulnerabilities and misconfigurations and
accesses the correctness of data file. IDS detect the abnormal activity through statistical analysis which corrects the system
configuration errors. The intrusion detection is performed at network and host level. The anomaly based IDS will monitor the
network traffic and compare it against an established baseline in which the rules and criteria are satisfied or not. The signature
based IDS system will monitor the network traffic and compare it against a database of signature from suspicious threads.

The organization of the paper is as follows. Section 2 describes the related work. Section 3 deals with the KDD cup data set. The
proposed architecture of intrusion detection system is described in section 4. Section 5 represents the results analysis and
comparison with the existing system. The conclusion of the proposed work is explained in the section 4.
.
2. Related Work

The intrusion detection system is the system to seek out the intruders in networks. In 1have proposed assorted IDS models and
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techniques. In  this paper, both the signature based and anomaly based IDS were used for intrusion detection system. Anomaly
based IDS finds the anomalies based on the rules described in it. The author did not address the cluster and its quality through
which the intrusion is detected.

In 2have proposed the fuzzy genetic algorithmic program which achieved the better detection rate than a decision tree algorith-
mic program in most cases, and it absolutely as shrewd at detecting unsolved attacks. The genetic algorithmic program had a
high detection rate for denial of service attacks. When compared with the winning entry of the KDD cup 99 Classifier Learning
Contest, it was shown that it possesses a more robust detection rate for each denial of service and user to root attacks. The
author claimed that utilizing of fuzzy genetic algorithms in intrusion detection will efficiently detect the attacks. Proposed
algorithm lacks to achieve efficiency at 95%. The author did not claim that the clustering approach to seek out the intrusion in
networks.

In 3have proposed the anomaly based intrusion detection system for detecting the intrusion behavior within a computer net-
work. A fuzzy decision-making module was designed to build the efficient system using fuzzy rules. At first, definite rules were
generated by mining the frequent things from attack knowledge using traditional knowledge. Then, fuzzy rules were known by
fuzzifying the definite rules and these rules got to fuzzy system, the classifications based on the knowledge. The author claimed
the work at design level and not in the implementation level. We have used KDD cup 99 dataset for evaluating the performance
of the proposed system and the experimentation results showed that the projected technique is effective in detecting
numerous intrusions in computer networks.

The two data mining techniques and anomaly detection algorithms were implemented 4. A random forest classification algorithm
is utilized in misused detection part. Weighted k-means clustering algorithm was used to cluster the data. Random forest is a
powerful algorithm for building the patterns automatically instead of coding rules manually. The proposed approaches are
evaluated over 10% KDD’99 dataset. In misuse detection framework, intrusion patterns are built in the offline phase.

In 5they have discussed the intrusion detection algorithm. In this algorithm decision stumps and online GMMs were used as
weak classifiers for the traditional online Adaboost and for the proposed online Adaboost. The results of the algorithm were
compared with the results of the algorithm using online GMMs and the proposed online Adaboost. A distributed intrusion
detection framework is also proposed in addition. The proposed work overcomes the difficulties in handling the mixed-attributes
of network connection data. The local parameterized detection models were suitable for information sharing: among nodes only
a very small number of data is shared.

In 6 the importance of intrusion detection (IDS) system has been discussed. Its function can be divided two parts, outer intrusion
detection and inner illegal host’s detection and prevention. To detect intrusions from the Internet a novel methods GNG, a
clustering methods Principal Components Analysis and Self Organizing Map (PCASOM) are integrated. The simulation explains
that the IIDS system can obtain obviously better performance than single method.

In 7they have analysed the importance of designing appropriate intrusion detection systems to combat attacks against cogni-
tive radio networks and also an effective IDS, which can be easily implemented in the secondary users’ cognitive radio software.
The proposed IDS use a non-parametriccusum algorithm, which offers anomaly detection. In particular, the authors presented
an example of a jamming attack against a CRN secondary user, and demonstrated how the proposed IDS is able to detect the
attack with low detection latency.

In 8 they have explored the essentials of intrusion detection in a Gaussian distributed WSN by characterizing intrusion detection
probability with respect to intrusion distance and network deployment parameters. The network deployment parameters are
intruder’s starting point, deployment point, deployment deviation, number of deployed sensor and sensing range. Two detec-
tion models are considered from the research, single-sensing detection and multiple sensing detection. This work allows to
analytically formulating the intrusion detection probability within a certain intrusion distance.

In 9 they have described about the intelligent system to maximize the recognition rate of network attacks by embedding the
temporal behaviour of the attacks into a neural network structure. The proposed system consists of five modules: packet
capture engine, pre-processor, pattern recognition, classification, and monitoring and alert module. These modules were tested
in a real environment where it has shown good capability in detecting attacks. In addition, the system has been tested using
DARPA 1998 dataset with 100% recognition rate.  The proposed system can recognize attacks in a constant time.
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The author used only small part of data from the data set for testing.

In 10 they have used Arduino simulator for intrusion attack. Using this simulator several attacks were carried out and noted the
different detection times. To evaluate these detection times the same simulator has been used in the attacks on the same network
and in the same conditions. The detection times of the software IDS are compared with the standalone IDS. From the experiment,
the standalone IDS response times is better than the software IDS. This paper described about the intrusion finding method
which was implemented by simulator and not by the original data set.

In 11 they have combined two methods of clustering and optimization, namely K-means and Simulated Annealing, in order to
achieve a global optimum classification for the data subject to learning. The K-Means algorithm used in its semi-supervised
variant in order to lessen the number of times that the algorithm is applied. The developed algorithm has produced satisfactory
results when applied on NSL-KDD data set, the tests reveal this method can enhance the detection and misdetection rates of
intrusion detection systems. The author did not address the quality of the clusters. The proposed work of this paper is not able
to predict the quantification percentage.

In 12 they suggested a hybrid method of Support Vector Machine (SVM) as well as Genetic Algorithm (GA). The proposed
methods are used for reducing the number of features from 41 to 11 using KDD Cup’99 dataset. The features are classified as
three priorities using GA with the most significant as the first priority and the least one as the third priority. The way in which
feature distribution is done is that four features are placed in the first priority, five in the second and two in the third. The results
show that the suggested hybrid algorithms, GA and SVM are able to achieve true and false positive values of 0.973 and 0.017
respectively. 

In 13 they proposed a new variant of Principal Component Analysis (PCA) called PCA Lp-norm using conjugate gradient
algorithm to solve the Lp-norm optimization problem. The main idea behind this new method relies on the Lp-norm, which is more
robust to the presence of outliers in data. Extensive experiments on two well-known datasets namely KDDcup99 and NSL-KDD
prove the effectiveness of the proposed approach in terms of network attacks detection, false alarms reduction and CPU time
minimization. 

2.1 Discussion
More number of issues was addressed in the past literature but the quantification of the system is very limited. The clustering
approach is also not addressed in the related work.

3.  KDD CUP 1999 Data Set

The KDD cup 1999 data set is used for the intrusion unearthing methods. This data set contains a standard set of data to be
audited which contains a different types of instructions simulated in a military environment. It contains 4GB of compressed raw
data of seven weeks of network traffic. It consists of two million connection records. With this data set, the data can be
distinguished either as attack or normal. It contains 494,019 records. Each record has 41 attributes and named as attack and
normal. One of the disadvantages in this data set is the large number of repetitious records. It is found that about 75% - 78% of
the records are duplicated in the test set and train set respectively. To avoid intrusion the KDD cup 1999 data set is grouped into
clusters using Probability Clomp Algorithm (ProCA)..

This algorithm does not provide single partitioning data set but instead provide extensive hierarchy of clusters that merge each
other at certain distance and avoids the duplications to a greater extent.

3.1 Intrusion Detection Systems
Intrusion detection systems are used to identify the malicious or suspicious events intrusions as the activities that violate the
security policy of the system. The general attacks on the networks are DoS, U2R, R2L and probe.

Denial of service attack (Dos)
In this attack, the intruders make the memory too full and busy to handle the requests.

User to Root Attack (U2R)
In this attack, the intruder’s attempts to access the user account.
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Remote to Local Attack (R2L)
In this attack, the intruders sends packet to a machine over a network but does not have an account on that machine.

Probing Attack
In this attack, the intruders attempts to gather data about the network of computers.

4. Architecture of Intrusion Detection System

The proposed work involves grouping of KDD cup 1999 data set into clusters using PCA. Each cluster will have a cluster head
namely Head 1, Head 2,.,.Head n. To avoid intrusion in the cluster, the intrusion unearthing algorithm is used. The algorithm gives
a notification as Yes or No to indicate whether there is an attack or not. The intrusion detection rate in our proposed system is
better than the existing systems. The experimental result shows that the proposed system achieves higher accuracy.

4.1 Description
Initially user query has been collected and checked with the related data set which forms the cluster using the proposed
Probability Clomp Algorithm (ProCA) which is described in the figure 2. This algorithm creates a cluster head for each cluster
through which the query can be accessed. In this clustering a new algorithm namely Intrusion Unearthing Algorithm 1 and 2 has
been implemented to identify the intrusion in the cluster.  This proposed algorithm finds the intrusion, if found it gives notification
to the user. Otherwise it displays the message no intrusion is found at current run.

Figure 2. Architecture of IDS

Each run this proposed algorithm is invoked and gives the response through which the percentage of intrusion present in the
cluster is measured.

4.2 Probability Clomp Algorithm (ProCA)
It deals with the clustering of data in the dataset. Primarily, the related data is collected and formed to a cluster. Each cluster has
cluster head through which the data is communicated. The election algorithm is invoked to form the cluster head.
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Input: KDD Data set

Output: Formation of cluster head and cluster

Procedure

1: Begin

2: while (dataset !=Null)

3: Begin

//Divides the data set  n number of groups

4: If (dataset = =10 MB)

5: Name it as d1

6: Repeat step 4 until empty

7: Else

8: Print” dataset is empty”

9: End

10: Call election algorithm to form cluster head

Input: Clusters

Output: Formation of cluster head

1: Begin

2: A = variable to verify the threshold on the cluster-head’s head1;

3: If (A is false) Then

do not perform Cluster-Head re-election;

4: Else

5: Cluster-Head election is called;

All the Member nodes participate in the election Procedure

4.3 Intrusion Unearthing Algorithm (IUA1)
The IUA1 describes to find the intrusion in the data set. Generally IDS has two algorithms namely IUA1 & IUA2 acts as a two step
verification in the data set.

Input: Non-Categorical Attributes C1, C2, ..,Cn

Output: Decision Tree

//The IUA1 algorithm is used to build a decision tree, given a set of non-categorical attributes C1, C2, ..,Cn, the categorical
attribute C, and a training set T of records.

Description:

function IUA1 (Rc: A set of non-categorical attributes,

C: The categorical attribute,

T: A training set)

returns a decision tree;

1: Begin
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2: If T is empty

3: Return a single node with value Failure;

4: else

5: If (T != NULL)  //  consists of records all with the same value for the categorical attribute,

6: return a single node with that value;

7: else

8: If (R == NULL)

9: T1 = Msr // return a single node with as value the most frequent of the values of the categorical attribute that are found in
records of T;

//[note that then there will be errors, that is, records that will be improperly classified];

10: End

11: End

12: D = (D, T)// attribute with largest Gain among attributes in Rc;

13:  [Dj| = D // where  j = 1,2, .., m} be the values of attribute D;

14: [Tj|= T// where  j = 1,2, .., m} be the subsets of S consisting respectively of records with value Dj for attribute D;

15:  Return a tree with root labeled D and arcs labelled d1, d2, ..,dm going respectively to the trees

IUA1(Rc-{D}, C, T1), IUA1(R-{D}, C, T2), .., IUA1(Rc-{D}, C, Tm);

16: end IUA1;

Advantages of Algorithm
a. From the training data set easy prediction rules can be generated.

b. It builds the short tree and fastest tree.

c. Understandable prediction rules are created from the training data.

d. Builds the fastest tree.

e. Builds a short tree.

f. Only need to test enough attributes until all data is classified.

g. Finding leaf nodes enables test data to be pruned, reducing number of tests.

4.4 Intrusion Unearthing Algorithm (IUA2)
The decision trees generated by IUA1 can be used for classification, and so IUA1 is often referred to as a statistical classifier.
It builds decision trees from a set of training data using information theory concept. An attribute that mostly divide the samples
into subsets are chosen by IUA1. The dividing criterion uses the information gain. To make decision the attribute with the
highest information is selected.

Procedure
Input: Training dataset T; attributes C.
Output: Decision Tree.

1: Begin

2:  If (T = = NULL) then

3: Return failure

4: End if
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20: End for

21: Gain (a, T) = Entropy (a) - info(a, T)

22: End for

23: GainRatio (a, T) = Gain(a, T) / SplitInfo (a, T)

24: Set abest= argmax{GainRatio(a, T)}

             Attach abest into Tree

25:  For every values(abest , T)do

             Call IUA1(Ta,v)

26:  End for

27:  Return Tree

The input for the algorithm consists of a set S of examples described by continuous or discrete attributes, each example belonging
to one class.

The output is a decision tree or/and a set of rules that assigns a class to a new case.

The information gain by a training dataset T is defined as:

5: If (C = = NULL) then

6: Return Tree as a single node with most frequent class label in T

7: End if

8: If (Cl = 1) then

9: Return Tree as a single node C

10: End if

11: Set Tree = {}

12: For every C do

13: Set Info(a, T) = 0

14: SplitInfo(a, T) = 0

15: Compute Entropy(a)

16: For every values(a, T) do

17: Set Ta, v as the subset of T with attribute a = v

18: Info (a, T) + = Entropy(av)
Ta, v

Ta

19: SplitInfo (a, T) + =             log
Ta, v

Ta

Ta, v

Ta

Info(a, T) + =             Entropy(av)

The information gain ratio is calculated as  Gain(a, T) = Gain(a, T) / SplitInfo(a, T)

Where the split information is calculated as

Ta, v

Ta
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5. Result Analysis

The sample KDD data set has been taken for verifying the intruders in the cluster. The related data are grouped and formed as
clusters. Each cluster has one head through which the information is retrieved. The following figure shows the values of the
precision and recall parameters of the clusters in each run of the data set using the formulas from 1 to 4. The blue colour shows
the precision values for the increasing of the data set and the other colour represents the recall values of the increasing data set.

Figure 3. Data set versus precision and recall values for proposed method

5.1 Implementation of Existing Method
Using KDD data set, normal clustering approaches has been used and the precision, recall values are calculated which is
compared with the proposed work.

5.2 Calculation of Precision and Recall Values for Existing Method
The Precision and Recall values are calculated for the existing approach. The existing approach is normal IDS system in which its
performance is shown in figure 4.

5.3 Comparison of Existing Method and Proposed Method
The precision and recall values are calculated and compared as shown in the figure 5 and 6. The proposed values are less than the
existing values.

5.4 Evaluation Index
To evaluate the capability of proposed model, we adopt following statistics measures as the
C1.Test standard

Accuracy
Accuracy is the nearness of measurement results to the true value.

Accuracy = number of correct judged classified sample / number of total sample

SplitInfo (a, T) + = −
Ta, v

Ta

Ta, v

Ta
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Figure 5. Comparison of Precision values for Existing method and Proposed method

Figure 6. Comparison of Recall values for Existing method and proposed method
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(1)

Precision
Precision is measured as the fraction of pairs correctly put in the same cluster.

Precision = true positives/ (true positives + false positives)

Precision = (2)

Recall
Recall is calculated as the fraction of actual pairs that were identified.

Recall = true positives/ (true positives+ false negatives)

       Re = (3)

F- Measure
A measure that combines precision and recall and is the harmonic mean of  precision and recall, the traditional f-measure or
balance f-score

F = 2* (Precision .recall)/ (precision + recall)

F = 2* (Pre. Re)/ (Pre + Re) (4)

Detection rate
Detection rate is the number of intrusion or true positive detected by the system.

Detection rate = number of correctly detected intrusion / number of total intrusion in test sets;

T.Po

(T.Po + F.Po)

T.Po

(T.Po + F.Ne)

Acc =
 cl.s1

s

Mean, variance and standard deviation are calculated for precision for existing and proposed system. The degree of freedom is
calculated for IBA, (n1+n2 - 2). 10 + 10 − 2 = 18. At 18th degrees of freedom the tabulated value is 3.92 at p = 0.001 in [11]. The
calculated value is greater than the tabulated value. So, there is a 98% significant difference with the existing system.

Similarly, Mean, variance and standard deviation are calculated using the 1, 2, 3,4 and 5 formula to recall for both proposed and
existing system.

Mean
x  = 1.01

Variance
s 2d =  0.113

Standard Deviation

False Alarm Rate

It is defined as the normal pattern mistaken for abnormal pattern divided by the total number of normal patterns.

False alarm rate = Number of normal pattern classified as attacks / Number of total normal patterns;

T-Test

The Student’s T-test has been conducted for comparing existing approach with the proposed approach.

Mean, variance and standard deviation are calculated using he following formula for precision for both proposed and existing
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The tabulated value is 3.92 at p = 0.001in [11]. The calculated value is greater than the tabulated value. So, there is a 98%
significant difference with the existing system tabulated value is 3.92 at p = 0.001in [11]. The calculated value is greater than the
tabulated value. So, there is a 98% significant difference with the existing system.

6. Conclusion

Network security is considered to be more important because of inventive property that can be easily obtained through the
network. The confidentiality and the integrity are needed to be considered for developing a secure network. In this paper, a
detailed survey has been taken regarding the intrusion technique used in the literature. A probability clomp algorithm is applied
to form the cluster and intrusion unearthing algorithms are proposed to find the intrusion among the clusters. The intrusions are
avoided in the given data set in a high rate. The result of our integrated system will effectively and efficiently notice attacks. The
quantification of the cluster is measured with the various metrics. The proposed algorithm is 98% significant difference with the
existing approach.

References

[1]  Kshirsagar, Vivek K.,  Tidk, Sonali M.,  Vishnu, Swati. (2014). Intrusion Detection System using Genetic Algorithm and Data
Mining: An Overview, International Journal of Computer Science and Informatics, 1 (4) 2231 –5292.

[2] Emma Ireland. (2014). Intrusion Detection with Genetic Algorithms and Fuzzy Logic Journal of Intrusion in network,  3 (5)  1-
10.

[3] Shanmugavadivu, R.,  Nagarajan, N. (2015). Network Intrusion Detection System Using Fuzzy Logic, Indian Journal of
Computer Science and Engineering (IJCSE), 2 (1) 01-111.

S.D = √σ 2d  = 0.3188

Coefficient of Variance

CV =                 =19.56

S.D = √σ 2d  = 0.333

σ 2d = σ1
2 / n1 + σ1

2 / n2  = 0.0725

CV =                 = 6.059

(5)

x = ∑        =1.641 (1)

Variance

x
n

σ 2d =  ∑( xi −  x  )
2

 n
= 0.3054 (2)

Standard Deviation

S.D = √σ 2d =  0.5526

σ 2d = σ1
2 / n1 + σ1

2 / n2  = 0.10164

(3)

(4)

system.

Mean

x1
SD

−x2

x1
SD

−x2



                        Information Security Education Journal  Volume  5   Number  1   June  2018                                 23

[4] Prathibha, K S., Pankaj Kumar., Shyni, T S. (2014). Analysis of Hybrid Intrusion Detection System Based on Data Mining
Techniques, International Journal of Engineering Trends and Technology (IJETT), 15( 9)p. 447-452.

[5] Weiming, Hu., Jun Gao., Yanguo Wang., Ou Wu., Stephen Maybank., Online Adaboost-Based Parameterized Methods for
Dynamic Distributed Network Intrusion Detection, (2013) IEEE Transactions On Cybernetics, p. 1-17.

[6] Yun Wang., Weihuang Fu., Dharma, P. Agrawal. (2013). Aussian versus Uniform Distribution for Intrusion Detection in
Wireless Sensor Networks, (2013). IEEE Transactions On Parallel And Distributed Systems, 24 (2) 342-355.

7] Guisong Liu., Xiaobin Wang. (2013). An Integrated Intrusion Detection System by UsingMultiple Neural Networks, In: Pro-
ceedings of CIS IEEE,  p 22-27.

[8] Zubair Md. Fadlullah., Hiroki Nishiyama., Nei Kato., Mostafa M. Fouda., Intrusion Detection System (IDS) for Combating
Attacks Against Cognitive Radio Networks, (2013). International Conference on Networks, p. 51-56.

[9] Al-Jarrah, Omar.,  Arafat, Ahmad .(2014).  Network Intrusion Detection System Using Attack Behavior Classification,  In:
Proceedings of 5th International Conference on Information and Communication Systems (ICICS) p. 1-6.

[10] Senhaji, Y., Medromi, H., Tallal, S. (2015). Network Security: Android Intrusion Attack on an Arduino Network IDS,  Interna-
tional Review on Computers and Software (IRECOS), 10 (9) 950-958.

[11] Kamal Idrissi, H., Kartit, Z., Kartit, A., El Marraki, M. (2016). CKMSA: an Anomaly Detection Process Based on K-Means and
Simulated Annealing Algorithms,  International Review on Computers and Software (IRECOS), 11 (1) 42-48.

[12] Sarvari, S., Muda, Z., Ahmad, I., Barati, M., GA. (2015). SVM Algorithms for Selection of Hybrid Feature in Intrusion Detection
Systems, (2015) International Review on Computers and Software (IRECOS), 10 (3) 265-270.

[13] Elkhadir, Z., Chougdali, K., Benattou, M. (2016). Network Intrusion Detection System Using PCA by Lp-Norm Maximization
Based on Conjugate Gradient,  International Review on Computers and Software (IRECOS), 11 (1) 64-71.

Author’ s Information

Mr. M. Azhagiri has completed his Bachelor of Engineering (Information Technology) Degree from VMKV
Engineering College, Salem (Vinayaka Mission’s University) in the year 2009, Master of Engineering
(Computer Science and Engineering) from Paavai Engineering College (Anna University) in the year 2011
and Pursuing Ph.D in Part time at St Peter’s University Chennai

Dr. A. Rajesh has completed his Bachelor of Engineering (Electronics and Communication) Degree from
Govt. College of Engineering, Salem (University of Madras) in the year 1997, Master of engineering
(Computer Science and Engineering) from the Sathyabhama University, Chennai in the year 2005 and
Completed PhD (Computer Science) at Dr.MGR University, Maduravoyil, Chennai in the year 2011.He has
about 11.5 years experience in the field of education (both teaching and administration)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


