Automated Tagging System And Tagset Design For Arabic Text
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ABSTRACT: This paper presents diacritics rule-based part-of-speech (POS) tagger which automatically tags a partially
vocalized Arabic text. The aim is to remove ambiguity and to enable accurate fast automated tagging system. A tagset is
being designed in support of this system. Tagset design is at an early stage of research related to automatic morphosyntactic
annotation in Arabic language. Preliminary results of the tagset design have been reported in this paper. Arabic language
has a valuable and important feature, called diacritics, which are marks placed over and below the letters of Arabic word.
This feature plays a great role in adding linguistic attributes to Arabic words and in indicating pronunciation and
grammatical function of the words. This feature enriches the language syntactically while removing a great deal of
morphological and semantically ambiguities.
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1. Introduction

Arabic language is syntactically and morphologically a rich language, which means several words and meanings, can be
derived from the same word leading to ambiguity. The ambiguity of Arabic lies on 3 different levels, the core word level, the
derived word forms and agglutinative forms of words [1].

In this paper, we exploit the effect of vocalization, which is considered one of the Arabic Language distinctive features, on the
tagging process. It is envisaged that the use of vocalization will increase the speed of the tagging process without scarifying
accuracy. Indeed, the use of vocalization, as we demonstrate in this paper, will reduce the ambiguity of the parsed text.

The paper starts with a brief summary of the Arabic language overview followed Diacritics in Arabic Language. The tagset
design and uses and benefits of tagging systems are highlighted. Then, we present our tagging system architecture and
diacritical rule-based as our approach. Finally, analyses of experiment results are presented with future work and conclusion.

2. Arabic Language Overview

Avrabic is considered to be the largest member of Semitic branch of the Afro-Asiatic language family and most widely spoken
Semitic language today. languages, and the only family of this group spoken in Asia.

Arabic has been a literary language since the 6th century A.D., and is the liturgical language of Islam in its classical form. Its
closest living relatives are Hebrew and Aramaic. Arabic is the official languages of more than 20 Arab countries. A substantial
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number of Arabic speakers live in Israel, parts of Africa, Iran and France.

Arabic has several varieties, all of which play an important role in Arabic-speaking countries. These are: Classical Arabic,
Modern Standard Arabic (MSA) and Colloquial (spoken) Arabic.

3. Diacritics In Arabic Language

Arabic language has a valuable and important feature, called diacritics, which are marks placed over and below the letters of
Arabic word. This feature plays a great role in adding linguistic attributes to Arabic words and in indicating pronunciation
and grammatical function of the words. It is particularly of interest for the purpose of this paper.

Arabic is a diacritized language, that has the most elaborate diacritization system. The pronunciation of diacritized languages
words cannot be fully determined by their spelling characters only; special marks are put above or below the spelling
characters to determine the correct pronunciation. Two different words may have identical spelling whereas their pronunciations
and meanings are totally different. They also indicate the grammar function of the word within the context of the sentence

2.

The Arabic alphabet consists of 28 consonants, but 3 of these are also used as long vowels. In English there are five vowel
letters ie. (a,e,i,0.u). Unlike English, in Arabic there are two types of vowels :
1- Short Vowels, Arabic has three short vowels described in Table-1.

Sen Demcription Bxampls
Fat hia - arke cver the Consonant -
fa f {T'i
Ko ra - Marks below the Conscmnt
fil =
Tlun ah j Marcs ever the Consonant Il
fa f L.—‘

Table 1. Short Vowels

In Arabic, short vowels are not a part of the Arabic alphabet, instead they are written as marks over or below the consonant.
They are used in both Noun and Verb in Arabic Language. They indicate the case of the noun and the mood of the verb.
Examples and detailed explained in Tagset Analysis section.

2- Long Vowels, Arabic also contains three long vowels described with examples in Table-2.

| |ALIF q WAW Y YA
fa:/ il iz
Car F ot Weak

Table 2. Long Vowels

There are other marked by diacritics used in Arabic language (Table-3).

E

Consonank Hhiadida
Dieabhng
Vowal Abgenca | Sukum

Tatrwreen Alfatha Jan)/

WwWow o ot

Tamween fllcmr i/

&
L el

%

Tatrareen Adaim un/

Table 3. Other Diacritics
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Many words are in general ambiguous in their part-of-speech, for various reasons. In English, for example, a word such as
{\it “Make”} can be “Verb” or “Noun”.

In Arabic there are ambiguities. For example, the word “ =22 “which either means ““go “ or ““ gold ““ can be Verb or Noun.

Diacritics are used to prevent misunderstandings, to determine the correct pronunciation, reduce the ambiguity, and indicating
grammatical functions. These functions play a great role in removing ambiguity and enabling accurate fast automated
tagging system.

To remove ambiguity and to determine the correct tag of the word “ = “ in the above example, adding the short vowels

(Fat ha sign) to the last letter of the word to become “ =22* enough to get the correct tag [ Verb ] without any ambiguity
and without regards to the context.

4, Tagset

A tag is a code which represents some features or set of features and is attached to the segment in a text. Single or complex
information are carried by a tag [19]. The development of a tagset to support diacritical based tagging system is at early stage.
The need for such a tageset comes from the fact that there is no standardized and comprehensive Arabic tagset.

EAGLES [16] guidelines outline a set of features for tagsets, these guidelines were designed to help standardise tagsets for
what were then the official languages of the European Union. EAGLES tags are defined as sets of morphosyntactic attribute-
value pairs (e.g. Gender is an attribute that can have the values Masculine, Feminine or Neuter).

The tagset discussed here is not being developed in accordance with the EAGLES guidelines for morphosyntactic annotation
of corpora. Arabic is very different from the languages for which EAGLES was designed, and belongs to the Semitic family
rather than the Indo-European one. Following a normalized tagset and the EAGLES recommendations would not capture
some of Arabic’s relevant information, such as the jussive mood of the verb and the dual number that are integral to Arabic.
Another important aspect of Arabic is inheritance, where all subclasses of words inherit properties from the classes from
which they are derived. For example, all subclasses of the noun inherit the Tanween “nunation” when in the indefinite which
is one of the main properties of the noun [16].

5. Previous Work In) Pos) Tagsets

There are small number of popular tagsets for English, such as: 87-tag tagset used Brown Corpus, 45-tag Penn Treebank
tagset and 61-tag C5 tagset [3]. For Arabic also very small number of tagset had been built, EI-Kareh S, Al-Ansary [10]
described the tagset, they classifying the words into three main classes, Verbs are subclassified into 3 subclasses; Nouns
into 46 subclasses and Particles into 23 subclasses. Shereen Khoja [14] described more detail tagset. Her tagset contains
177 tags, 57 Verbs, 103 Nouns, 9 Paricles, 7 residual and 1 punctuation.

6. Arabic Tagset
We have based our Arabic tagset on inflectional morphology system. The traditional description of Arabic grammarians
consider as a base to create the linguistic categories of Arabic tagset. Arabic grammarians describe Arabic as being derived

from three main categories: noun, verb and particle. (Figure-1).

The verb in the Arabic language implies a state or action and a notion of time combined with them. The verb in the Arabic
language has several aspects: Perfect, Imperfect and Imperative.

Nouns are also divided into the following types: (Common, Demonstartive, Relative, Personal, Adverb, Diminutive, Instrument,
Conjunctive, Interrogative, Proper, Adjective).

In Arabic, particles are classified as one of the three main categories as part of speech, Some of the particles activate the verb
(i.e. Subjunctive, Jussive), some of them activate the noun (i.e. Preposition, Exception), and some activate both the noun and
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the verb (i.e. Conjunction).

=]
|
| E

Figure 1. Tagset Hierarchy
The tagset has the following main formula:
[T,S,G,N,P,M,C,F],Where:

T (Type) = {\erb, Noun, Particle}

S =Sub-Class {(Shown in figure-1)}

G (gender)= {Masculine, Feminine, Neuter}

N (Number) = {Singular, Plural, Dual}

P (Person) = {First, Second, Third}

M (Mood) = {Indicative, Subjunctive, Jussive}
C (Case) = {Nominative, Accusative, Genitive}
F (State) = {Definite, Indefinite}

Table-4, described the Abbreviations which was used to define the words in our tagset.
Let us try to explain the symbols of the tagset formula for a moment.

The symbols [T, S, G, N, P, M]consider as linguistic attributes for class Verb, while the symbols [T, S ,G, N, P,C ,F] consider
as linguistic attributes for class Noun. For example,the word“.&" which means“he wrote” has the following tag
[VePeMaSnThSj], which means [ Perfect Verb , Masculine Gender , Singular Number , Third Person , Subjunctive Mood ].

7. Tagging Benefits And Related Work

Part-of-speech tagging is the process of assigning a part- of-speech or other syntactic class marker to each word in a corpus
[3]. Tagger is necessary for many applications, such as : speech synthesis system, speech recognition system, informational
retrieval (IR) and parsing system.

Many techniques have been used to tag English and other European languages corpora. Greene and Rubin [4] developed the
first Rule-Based technique to tag Brown Corpus. Eric Brill’s [5] interest in rule-based tagger. Garside [15] used hidden
Markov Model to develop CLAWS tagger. More recently, taggers that use combination of both Statistical and rule-based
[6], Machine learning [7] and Neural Network [8][9] have been developed.

Interms of Arabic, small number of popular Part-of-Speech (POS) tagger have been developed. El-Kareh and Al-Ansary [10]
describe a hybrid semi-automatic tagger that uses both morphological rules and statistical techniques in the form of hidden
Markov models. Abuleil and Evens [11] describe a system for building an Arabic lexicon automatically by tagging Arabic
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Word Abb Word Abb
Verb Ve Annulment An
Moun Nu Subjunctive Sb

Farticle Pr Masculine Ma

Perfect Pe Femimne Fe

Imp trfe.ci Pi Meuter Ne
[mperative P:n Sguler n
Cainen R Plural Pl
ﬁd]eclwe. Aj Dual Do
Demonstrative De
Relative Re s £
Personal Ps Seqnd Be
Ditninut e Dmn Third Th
Instrument Is Indicative De
Proper Pn Subjunctive 5§
Adverh Ad Jussive Js
Interrogative In Momunative Nm
Conjunction Cj Accusahve Ac
Freposition Pp Gemtive Ge
Vocative Vo Definite Di
Conjunction Co Indefinite Id
Exception Ex

Table 4 . Tagset Abbreviations

newspaper text. Shereen Khoja [12] describes an Arabic part-of-speech called APT that uses statistical and rule-based
techniques. Diab, Mona et al.[13] present a Support Vector Machine (SVM) based approach to automatically tokenize, part-
of-speech tag in Arabic text.

8. Arabic Tagging System

Our tagger system consists of many modules as shown in figure-2.

The input of the tagger system is designed to be Partial Diacritized Arabic text. The user interacts with the system and
handles the input/output through Interface Module.

The tokenizer Module locates a document and isolates the words (Token) in the document and stores words in special list.
The syntactical module gets the token from tokenizer module and applies syntactical rules directly to find the part-of-speech
tag of the word without return to database (lookup tables). If the module fails to tag the word, it pass the token to the Affixes
Analyzer Module.

Affixes Analyzer Module is responsible to find the stem of the word after analyzing the affixes attached the word. Affixes in
this module are of two types, prefixes; the extra letters added to the beginning of the word, suffixes; the extra letter at the end

of the word.

The Morphological Module is responsible to find the pattern that exactly matches the word by performing the steps of an
algorithm, which described later in this paper.

9. Diacritical Rule-Based Approach

Diacritical Rule-based Approach is an our technique which uses Syntactical Information and Morphological Information to
assign most likely tag to each unknown and ambiguous word in the text.
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Tatertocs Modebt | Tokinizer Modeht |
Symtactical Module 1

Affes Asolyser |
parabery Modele

s Morphological Module 4—'

Figure 2. System Model

The proposed approach consists of two types of rules: Syntactical Rules and Morphological Rules.
Syntactical Rules, based on the diacritics, we applying these rules without regard to context and lookup tables to assign
most likely tag of the word.

Some of syntactical rules as examples are listed below:

Consider W =The word , T =The Tag, L = Length of W.

Rule-1: If Wendwith “&* or “ & “ then T= [NuRe].

For Example, the words « @sas, " dipas «

Rule-2 : If W begin with “ # “ followed by kas ra and end with Tanween Adamm, then T = [Nuls].
For Example, the words * €54 " dwdta

Rule-3: If L (W) =3andend with Fatha,then T= [VePeMaSnThsSj]

For Example, the word * < *

Rule-4: If L (W) =4andendwith Thmah, then T = [VelmMaSnThDc]

For Example, the word “ L

Morphological Rules, based on patterns with diacritics. Arabic language has a rich morphological system that contains a lot
of patterns. These patterns assign part-of-speech tag of the Arabic word. Some of patterns belong to Verb class, while the
others belong to Noun class. Particle has no patterns in Arabic language

In order to applying the Morphological Rules, We need an algorithm describe how we match the correct pattern with the
inflected word. The steps of an algorithm with examples described below.

An examples of how an algorithm works, described in figure-3
10. Result

We tested our system to tag the words using partial-diacritization documents from the holly Qur’an and another set chosen
randomly from the proceedings of the Saudi Arabian National Computer Conference and other resources. We ran our system
on a group of these documents contains 7500 word. The accuracy of our system has been calculated for tagging the words.
It achieved 92 \% correctly tagged, 8 \% in errors.

Some errors came from Arabized words which are translated as pronounced from other international languages, such as the
word “#, computer. These words do not have a root and a pattern.

Others came from irregular verbs such as the word “ = “, Also some words in Arabic language consider as primitive verbs,

such as,“g=" "ad “ . These words not tagged correctly and need a special treatment.
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Pattern-Match-Algorithm

Step-1 : Let N = the number of patterns (P) that
have the same length of word (W) ... Call each P
Step-2: Fori=1toN

Compute Sim (W, P (i))

Sim = Similarity, the identical letters

between W and P

Step-3: Return P which has the Max (Sim)
Step-4: Return the tag (T) of (W)
Step-5: Exit

Word (W) Patterns (P )
Uis g ] Sim=1

Uadl | sim=2
e

Max { Sim )

| Sim=1

T = verentasumus

Figure 3. Matching-Pattern Example
11. Conclusion & Future Work

In this paper, we presented diacritics rule-based part-of-speech (POS) tagger which automatically tags a partially vocalized
Arabic text. Also, we describe a morphosyntactic tagset that is derived from the ancient Arabic grammar, which is based on
Arabic system of inflectional morphology.

The tagset does not follow the traditional Indo-European tagset that is based on Latin but is instead based on the Semitic
tradition of analyzing language.

These tags contain a large amount of information and add more linguistic attributes to the word. Also, we are currently
collecting much rules to reduce the amount of errors and expanding our tagset to cover most categories word in Arabic
language.

It’s clear that an overall ambiguity in a vocalized text is quite lower than in an unvocalized text. Diacritics are used to prevent
misunderstandings and reduce the ambiguity; diacritics play a great role to speed the tagging process without scarifying
accuracy and remove a great deal of morpho-lexical ambiguity when the text is partial diacritization.
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