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ABSTRACT: Automatic speaker recognition (ASR) is based on speech feature vectors, models, and classifiers. Toimprove the
speaker recognition performance, we must affect at least one of these modules. In this paper we propose to use subband
spectral centroids (SSCs) as a complementary features with the traditional MFCC features, and a new GMM training
algorithm, with the ultimate goal to search the better mixture component number N for each speaker model, whichisfixed in
the most speaker recognition systems based on GMM without any priori information, and all speaker models have the same
number of components. |n experiments, we compared the performance of the proposed scheme with the conventional GMM to
show its robustness.
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1. Introduction

The Gaussian mixture modeling (GMM) approach has become one of the mainstays modeling techniqueswith its advantage of
high recognition rate, easy training. Its superiority over other modeling techniques in text independent speaker recognition
systems context has been demonstrated and widely accepted by the research community [1] [2] [3]. A GMM is composed of a
joint probability distribution function (PDF) described by the weighted sum of several multivariate Gaussian PDFs, each
multivariate Gaussian PDF is termed as a Mixture Component, whose parameters (weighted coefficient, mean vector and
covariance matrix) are usually obtained by the Expectation-Maximum (EM) iterative algorithm [4], which convergesto the ML
estimate of the mixture parameters. The Mixture Component Number (N) which affects the overall performance of EM is not
known exactly beforetraining phasein thiscaseall speakershavea GMM model with theidentical mixture number example (16,
64, 128). In this paper we propose anew method used training GMM algorithm to search the better mixture Component number
N for each speaker model to improve the performance of speaker recognition system.

Speaker recognition is a branch of biometric authentication which refers to the automatic identity recognition of individuals
using certain intrinsic characteristics of the person like speech. Speaker recognition can be divided into verification and
identification tasks. The verification (Speaker Detection) task is to decide whether or not an unlabeled voice belongs to a
claimed speaker. There are only two possible decisions: either to accept the voice as bel onging to the claimed speaker or to reject
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it as belonging to an impostor. The identification task isto classify an unknown voice with one from a set of enrolled speakers.
Speaker identification task isfurther classified into two cases: Thefirst case called Closed Set where areference model for the
unknown speaker may not exist. The second called Open Set where an additional decision aternative, “the unknown does not
match any of themodels”, isrequired [5] [4].

Speaker recognition can also be classified into text-dependent and text-independent recognitions. In text-dependent recognition,
the system knows exactly the spoken text which could be either fixed phrase or prompted phrase. I n text-independent recognition,
the system does not know the text of the spoken utterance, which could be user selected keywords or conversational speech.

Therest of the paper is organized asfollows. In the next session, we present the speaker recognition system thisisfollowed by
the description of the feature extraction method (SSCs complementary features with MFCC) chosen within the framework of
this paper, Section 3 present the Gaussian Mixture Speaker Model (GMM) parameters. Section 3, weintroduce anew technique
speaker modeling based on GMM. Section 4 reports experimental results, and Section 5 gives overall conclusions on the work.

2. Speaker Recognition System

A speaker recognition system consists of three components [2], the first one is feature extraction, while the second one is
referred to the enrolment or training phase, the last one is referred to as the operational or testing phase. A block diagram of
speaker recognition isshown in Figure 1, showing the basic el ements discussed in this section. Theinput speech is sampled and
converted into digital format. Feature vectors are extracted from the input speech in the form of Mel-Frequency Cepstral
Coefficients(MFCCs) [6] [7] [8] [9] [10] combined by concatenation with Spectral Subband Centroids (SSCs) [11] [12] [13]. The
system then branches into two separate phases: training and classification. In the training phase, each registered speaker has
to provide samples of their speech so that the system can train reference models for that speaker, whilst in the classification
phase the input speech is matched with the stored reference models and the identification is made.
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Figure 1. Speaker recognition system

2.1 Thefeatureextraction stage

Feature processing for speaker recognition systems consists of extracting speaker dependent information in aform which can
be effectively and efficiently used for model building and recognition. Signal parameterization techniques used for speech
recognition are based on extracting information from the short term power spectrum estimates of speech. However, they utilize
only amplitude information provided by power spectrum, while the frequency information is left unexplored. For examplein
MFCC, we use only the information on the total power in each subband, but we do not keep track of the dominant subband
frequencies.

Several attempts[11] [12] [13] haverecently been madeto incorporate the frequency information from the power spectruminthe
speech feature vectors. They are based on computing subband spectral centroids (SSC) and using them as additional features
in the MFCC-based front-end. The SSCs are closely related to position of spectral peaks (formants) of speech sounds. Since
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spectral peak positions remain practically unaffected in presence of additive noise, it is expected that an SSC-based front-end
would have a potential of improving the robustness of automatic speech recognition (ASR) systems[11] [12] [13].
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Figure 2. The feature extraction processMFCC + SSC

Figure 2 showing the process of computing feature vectors asis described in more detail next: The feature extraction from the
speech samples consists of a filtering process with pre-emphasis and an extraction process of spectral features using a short
term analysis[7]. Theinput to the system is speech sampled at 11025Hz and converted to 16-hit digital format. Asshowingin
figure 2 there are four common steps for SSCs and MFCCsfeatures

1. Pre-emphasis: Its purpose isto flatten the speech spectrum so as to reduce the dynamic range using afirst order filter
P(9=1-0957"1 1)

The pre-emphasis makes the upper harmonics of the fundamental frequency more distinct, and the distribution of energy across
the frequency range more balanced.

2. A frameblocking: The speech signal continuously changes dueto articulatory movements, and therefore, the signal must be
broken down in short frames of about 20-30 msin duration, within thisinterval, the signal isassumed to remain stationary and
aspectral feature vector isextracted from each frame. Where the continuous speech signal isblocked into frames of 256 samples
(whichisequivalent to ~ 30 msec windowing during which human articulatory conguration does not change dramatically), with
adjacent frames separated by 128 samples and overlapsit by 256 — 128 samples.

3. Aframewindowing: A Hamming window isapplied to each individua framein order to minimizethesignal discontinuities, and
consequently the spectral distortion, at the beginning and end of each frame. typically the Hamming window is used, which has
theform:

2 (n)
N-1
4. A Discrete Fourier Transform processusing a FFT algorithm: Which converts each frame of 256 samples from thetime

domain into the frequency domain, where the most important speech/speaker information resides, the result obtained is the
signal’s periodogram

W(n):0.54—0.46005[ ],OSHSN—l @

5-1. Subband Sspectral Centroids(SSCs) )
The subband spectral centroids features have similarities with the formant frequencies and can be extracted easily and reliably
(without any estimation errors) from the power spectrum of the speech signal. In order to define spectral subband centroids, we
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divide the frequency band into a fixed number of subbands and compute the centroid for each subband using the power
spectrum of the speech signal.

L et usassumethat the frequency band [0to Fs/2], where Fsisthe sampling frequency isdivided into M subbands. L et the lower
and higher edges of mth subband bel and h_, respectively, and itsfilter shape be W_( f). We define the m" subband spectral
centroid C_ asfollows:

[ fw, (1) PICE) o
_ )

m- L:“ w_(f)P(f)df

Where P ( f) isthe power spectrum and y isaconstant controlling the dynamic range of the power spectrum. By setting y <1,
the dynamic rage of the power spectrum can be reduced.

Typicaly, w (f) takes the shape of either a rectangular window (ones over the m-th subband and zeros everywhere else) or a
triangular window. In this paper, we used the rectangular windows. The use of parameter yin thisfunction isadesign parameter,
which can be optimized for a given data, set and task at hand. According to [14], when yis set to 1, the system can achieve the
best performance. And in our experiment the same val ue was used.

5-2. The MFCC featureextraction process

MFCC [6] [7] isone of the most prevalent feature parametersfor speech/speaker recognition are based on the known variation
of the human ear’s critical bandwidths with frequency; filters spaced linearly at low frequencies and logarithmically at high
frequencies have been used to capture the phonetically important characteristics of speech [8] [9] [10] thisisexpressed inthe
Mel-frequency scale, whichislinear frequency spacing below 1000 Hz and alogarithmic spacing above 1000 Hz.

a. M el-scalebandpassfiltering: to approximate the frequency resolution of our auditory system.

b. Subbank ener gy compression: to gpproximate the nonlinear compression of energy of our auditory perception. Moreimportantly,
the log operation makes the subbank energy approximately Gaussian distributed — a requirement for subsequent acoustic
modeling.

c. DCT: to transform the spectral information to the cepstral domain in which the energy (information) is dominated by less
coefficients.

Denoting the outputs of an M-channel filterbank as'Y (m).

m=1,..., M, the MFCCsare obtained asfollows:

C,= E‘, [logY (m)] cos(ﬂ] (m —é)) @

m=1

Thefirst component k = 0 is excluded from the DCT since it represents the mean value of the input signal which carried little
speaker specificinformation.

6. Extracting Ddltaand Delta-Delta Features
Thedynamicinformationistypically incorporated by extending the static cepstral vectors by their first and second derivatives
[5, 8]. computed as:

The MFCC feature vector has 26 components, including the first 12 cepstral coefficients, the log energy, as well as their first
order time derivatives.

|
2

t=—1

ac= ®
>t

t=-I
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2.2 Thetraining stage (pattern gener ation)
For speaker recognition, pattern generation is the process of generating speaker specific models with collected data in the
training stage. The most popular generative model used in speaker recognition isthe Gaussian Mixture Models (GMM) [15] [16],
asisdescribed in more detail in next section.

2.3 Theclassification stage (patter n matching)
Pattern matching is the task of calculating the matching scores between the input feature vectors and the given models in
recognition. This stage is described also in more detail in next section.

The rest of the paper is organized as follows: Section 2 presents the Gaussian Mixture Speaker Model (GMM) parameters.
Section 3, weintroduce a new technique speaker modeling based on GM M. Section 4 reports experimental results, and Section
5 gives overall conclusions on the work.

3. Implementation based on Gaussian mixturemodels(GMMs)
The GMM forms the basis for both the training and classification processes. The principle of GMM is to abstract a random

process from the speech, then to establish aprobability model for each speaker [1], [2]. A Gaussian Mixture density isaweighted
sum of M component densities as shown in figure 3.

B S A\
Pl - __X_'_l_-.
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? (0]
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Figure 3.M probability densitiesformingaGMM

Inthe GMM maodel, the features distributions of the speech signal are modeled for each speaker as follows.

M
p(x| )= Pb () @
i=1
Where
M
3 p=1 ®)
i=1

xisarandom vector of D-dimension, p (x| 1) isthe speaker model; p, istheith mixture weights; b. (X) isthei™ pdf component that

isformed by thei" mean u,and it covariance matrix, wherei =1, 2, 3,..., M, and M isthe number of GMM components[9], each
density component is a D-variants Gaussian distribution given equation (10).

A statistical model for each speaker in the set is devel oped and denoted by A. For instance, speaker sin the set of size Scan be
written asfollows:

A ={p, i,%},i=(1,...M),s=1,...S, ©
b, (X) = me@ {—;(X— ﬁi)'Kifl(z_ ﬁi)} (10)
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3.1ML Parameter Estimation Steps(training)
To obtain an optimum model representing each speaker we need to obtain a good estimation of the GMM parameters. To this
end, the Maximum-Likelihood Estimation (ML) approach, whichisavery efficient method, can be used; wherefor agiven of T

vectorsused for training, X = (X, X,,..., X;), thelikelihood of GMM can be written as.
T
p(X|2) =1 PI4) (1)

Sincethe GMM likelihood of the nonlinear function isimpossible that maximizes directly, the ML estimations can be possible by
using the EM algorithm iteratively [5], [15], [16].

The training phase consists of two steps, namely initialization and expectation maximization (EM). The initialization step
providesinitial estimates of the means for each Gaussian component in the GMM model. The EM algorithm recomputed the
means, covariances, and weights of each component inthe GMM iteratively. Each iteration of the algorithm providesincreased
accuracy inthe estimates of all three parameters. The EM algorithm formulas[5, 16, 17] arethefollowing:

* new estimates of i weight
T .
pizTizp(llxt,ﬂt) (12

* new estimates of mean

Zthl p(i|x ,)L)xt

i : 13
/‘l| 22—:1 p(llX[,l)
» New estimates of diagonal elements of i covariance matrix
ST op(ilx,)x3?
ai _ “r=1 . t tﬁiz (14)
T PGI%.A)
 where the likelihood a posteriori of thei™ classis given by posterior probability
pb, (%)
i o ’2’ — [

This process is repeated until convergence is achieved.

3.2 Classification based on GMM
Inthisstage, after the GMM modelsfor each speaker are estimated, the target isto find the model with the maximum likelihood
a posteriori for an observation sequence. The input to the classification system is denoted as

X={X) X5 Xgy oo oy X} (16)
Theruleto determine if X has come from speaker s can be stated as
PAJIX)>p(A]1X) r=1,2,...,S(r/=9) )

Therefore, for each speaker sin the speaker set, the classification system needsto compute and find the value of sthat maximizes
p (A,] X) according to

A P (A [X) Pr(4)

= = _— 18

S=arg lrsnix SP (*IX)=arg 122)(8 p(X) @
The classification is based on a comparison between the probabilities for each speaker. If it can be assumed that the prior
probability of each speaker isequal, then theterm of p (1) can beignored. Theterm p (X) can also beignored asthisvalueis
the same for each speaker [1], so p (A,| X) =p (X| A,

Where
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p(xm)er[ p(x14) (19)

Practically, theindividual probabilities, 1‘[ p(x[4,), aretypicaly intherange 10— 3to 10- 8, theresult p(x | A,) will underflow

probability for all speakerswill becal cular[ed aszero. Thus, p (X| 4,) iscomputed inthelog domainin order to avoid this problem.
The likelihood of any speaker having spoken the test datalsthen referred to as the log likelihood. The formula for the log
likelihood functionis[17].

The speaker of the test data is statistically chosen by

S= arg max_ p(Xlﬂt)takmog S=arg max Z'OQD(XM) (20)
1<k<sSt=1

4. System Configuration

4.1 Classical technique

Inthissection, wepresent infirst stage the classical technique of training GMM implemented in our experimentswherewe fixed
the number of Gaussian mixture (G) in the beginning of training stage to model the features extracted from each speaker’svoice
sample. As shown in figure 4, we chose G = 64 mixture. The result of this technique are detailed and compared with new
technique in section 4.

Thefeature extraction MFCC + Energie+ A (MFCC
+ Energie) + SSCsfor K speakers

|

Select database training (S,.. §)

|

Select the Gaussian mixture number of
GMMs(N,=64)

|

Calculate speaker models A ..... A for N =64

Figure4.Classical technique to calcul ate speaker models block diagram

4.2 New techniquesdescription
The new technique of using training GMM algorithm it presented in figure 5, by five steps. we give ashort description of all the
stepsinvolved in this algorithm

1) For K speakerswe fix the max number of Gaussian mixtureN (64 componentsin our case).

2) Divide atraining database into two parts DATA1 and DATA2.

3) Calculate N, . models (64 modelsin our case) for each speaker using first part of training database DATAL.
4) Test the models using the second part training database DATA2.

5) Select the model with the maximum likelihood a posteriori for an observation sequence.
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Thefeature extraction MFCC + Energie+ A (MFCC
+ Energie) + SSCsfor K speakers
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Figure 5. New techniqueto cal cul ate speaker model block diagram
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5. Resultsand discussion
Different stages of a speaker recognition system are designed and implemented using Matlab 6.5.

Although several experiments aimed for the selection of optimal parameters for the system using the database created in the
national laboratory of automatic and signalsin Annaba (LASA). From this database, we used 10 words to represent numbers
from0to 9, ten repetition of each word, which are obtained from 11 speakers, 6 men and 5 women. Thewords have already been
sampled at 11.025 kHz, and digitized with the resolution of 16 bits. End-point detection algorithm has been applied for each word.
For MFCC coefficients. We cal cul ate the vector feature extraction from 12 coefficients, complemented by an energy parameter
and its delta coefficients complemented by 8 coefficients SSCs. For SSCs features we compute M SSCs using the unsmoothed
(FFT) power spectrum. We divide the frequency band [0 Fs/ 2] ] into M equal-length disjoint subbands and employ arectangul ar
shape for each subband filter. Thelower and higher edge frequenciesof M subbandsaregivenby |, =0, h,, =Fs2andl__ =h_
=m*Fs/(2* M),form=1,2,...., M — 1. We use a~30 mslong segment with eigth equally-spaced bands, whereM =8, and Fs
=11.025kHz

In the flowing we present the results of an experimental study aimed at finding the effect of different parameter value on the
recognition performance.

A. Training phase: webuild atraining database BA

a) Database BA: containing 11 speakers (6 males and 5 femal es) each speaker recorded a5 utterance of each digit theOto 4
B. Testing phase: we are construct a 3 testing databases BT1, BT2 and BT3

1) TEST1: modetext_dependent using BT1 Database

Database BT 1: containing 11speakers (6 malesand 5 femal es) each speaker recorded a 10 utterance of each digit the0to

2) TEST 2: modetext_independent using BT2 Database

Database BT 2: containing 11speakers (6 malesand 5 females) each speaker recorded a 10 utterance of each digit the0to

3) TEST 3: modetext_independent using BT3 Database

Database BT 3: containing 11speakers (6 males and 5 femal es) each speaker recorded a5 utterance of each digit the 5 to

Table.1 and figure 6 presents the experimental results concerning the choice of best number of components GMM best_N ; for
each speaker using new technique.

Table .2 and figure 7 summarized the results of comparative study between classi ¢ technique and a new method using the tree
test databasesBT1, BT2 and BT3:

We note that the performance of the new techniqueis superior to the classical techniquethat for either the text_independent or
text_dependent identification. And the SSCs are potential complementary features to conventional features such as MFCCs.

speakers| 1 |2 | 3 |4 |5 |6 |7 |8 |9 |10 11
best N, |61 55 6 40| % 4& 6|5 58 64 6

Table 1. BEST number number of components GMM best_N

GMM usngMFCC | BEST_GMM usngMFCC | BEST_GMM usingSSC+MFCC
averagerate % TEST1 95.81 99.09 99.85
averagerate % TEST2 83.45 87.63 92.72
averagerate % TEST3 71.09 76.18 83.01

Table 2. Comparative study between the classical method GMM and the new method best GMM
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6. Conclusion

To enhance the effectiveness of GMM-based speaker recognition systems we propose in this article a new technique that uses
the GMM training algorithm to cal cul ate the best number of mixture componentsfor each speaker model. Thisnumber isfixedin
the classical methods at the beginning of training phase for all speakers. For feature extraction module subband spectral
centroids (SSCs) used as a complementary features with the traditional MFCC features, The comparison shows that the
performances of the new technique is superior to the classical technique for either text independent or text dependent
identification.
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