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ABSTRACT: This article evaluates the performance of two techniques for query reformulation in a system for information
retrieval, namely, the concept based and the pseudo relevance feedback reformulation.

The experiments performed on a corpus of Arabic text have allowed usto compar e the contribution of these two reformulation
techniques in improving the performance of an information retrieval system for Arabic texts.
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1. Introduction

In Information Retrieval System (IRS), researcherswork distinguishestwo approachesfor the Query Reformulation (QR). The
first approachiscalled direct reformulation and consists of adding new termsto theinitial query, it isbased on external resources
such asontol ogies and thesaurus or the rel ation of co-occurrences between terms, i.e., Concept Based (CB) query reformulation
[Baeza-Yates and Berthier, 1999, Carpineto and Romano, 2012, Efthimiadis, 1996]. Whereas, the second approach, is called
indirect reformulation and consists of modifying the user query by taking into account alist of documents already considered
as selected and all the terms added to the query come only from the documents’ collection and not from an external resource
[Baeza-Yates and Berthier, 1999, Carpineto and Romano, 2012, Salton and Buckley, 1990]. This processis called Relevance
Feedback (RF) once supervised and Pseudo Relevance Feedback (PRF) once automatic.

Accordingto[AbderrahimandA, 2010, Harb et al., 2011, Xuet a., 2002, Baziz, 2005, Nathdieet d., 2008, Wedyan et al ., 2012], the
CB QR hasapositiveeffect in information retrieval. I n this same context, the studies appliedin [Abderrahim and A, 2012, Xu and
Croft, 2000, Kanaan et al., 2005, Salton and Buckley, 1990, Abderrahim et al., 2013] show that the RF (or PRF) issimpler to be
realized and allows animprovement of I RS performances.

This paper aimsto eval uate and compare the contribution of these two reformulation techniques (CB and PRF) inimproving IRS
performancefor Arabic texts.
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2. Concept Based (CB) and Pseudo Relevance Feedback (PRF) query reformulation

Reformulating a query is an attempt to improve user queries by: adding terms; re-weight existing terms; removing terms; or a
combination of those methods. In this section, we examine two approachesfor improving theinitial query formulation through
query expansion. These approaches are automatic (i.e., user intervention is not required at any stage other than the formulation
of the original query) and grouped in two main categories: () approaches based on information derived from knowledge
structures such asthesauri (also called CB direct reformulation); and (b) approaches based on information derived from the set
of documentsinitially retrieved (also called PRF indirect reformulation). In these approaches, an original query isrun using
conventional information retrieval techniques. Then, related terms are extracted from thetop “n” (generally n = 10) documents
(also called local document set) that are returned in response to the original query. The related terms are then added to the
original query, and the expanded query is run again to return a new set of documents, which are returned to the user. In the
literature, two techniques are proposed for the extraction of terms from de the local document set [Baeza-Yates and Berthier,
1999:

(a) Thelocal clustering: this consists of constructing amatrix of association that quantifies the correlation relations of terms
got from the set of documentsthat were returned in responseto theinitial query. According to the method of construction of the
correlation relations, we notice three types of clusters: association clusters, metric clusters and scalar clusters.

(b) The local context analysis: it consists of using the concepts instead of the keywords to represent the document [Xu and
Croft, 2000].

Asmentioned above, PRF strategies are based on expanding the query with terms correl ated to the query terms. Such correl ated
termsarethose present inlocal clustersbuild from thelocal document set. Theideaof local clustering approachisto build global
structures such as association matrices which quantify term correlation and to use correlated terms for query expansion.

When using knowledge structures, expansion terms are determined from pre-fabricated term dependency matrices, and no
significant work hasto be done during query timeto expand queries. During query time, queries are expanded simply by looking
up related terms in the appropriate knowledge structures.

The CB QR (see figure 1) consists of analyzing the query aiming at detecting the terms which correspond to concepts in the
external resource (Arabic WordNet (AWN) in our case). Theseterms are replaced by the proximate concepts by using the AWN
semantic relations (only the synonymy relation istested in our work).

The basic procedure of the CB QRis:

- The user issues a query.
- The analyzer extracts terms which possibly correspond to concepts from the initial query.

- For each term extracted, the system try to selectsall it proximate conceptsfrom AWN (in our case, proximate concepts of aterm
“t” are synonyms of t from AWN).

- The query isthen expanded with all proximate concepts.
- The system displays a set of retrieval results.

Theideabehind the CB QR isthat for eachterm “t” in aquery, the query can be automatically expanded with synonyms of “t”
from AWN.

The PRF is a technique that consists of modifying the initial query of the user by adding some terms got from the list of
documentsretrieved in the IRS. The basic procedure of the PRF is:

- The user issues a query.

- The system returns an initial set of retrieval results.

- The system selects the “n” first documents as relevant.

- The system computes a better representation (T terms) of theinformation need based on the“D” documents (also called local
document set).
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Figure 1. The CB query reformulation

all extracted terms.

- The system displays a revised set of retrieval results.

The PRF is based on three steps (see figure 2):

- The samples: it consists of selecting a set of «D» documents (samples) among the returned ones by the IRS and judged as

pertinent.

- The extraction of evidences: it consists of establishing the list of «T» termsjudged pertinent for the expansion of the query.

- Therewriting of the query: It consists of enriching the query with terms found in the previous step. According to the analysis
of Dand T for Arabictextin[Abderrahim et al., 2013], wehaveused D =15and T=7.

Theideabehind the PRF QR isthat the documentsretrieved for agiven query “q” areexamined at query timeto determineterms
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Figure 2. The PRF query reformulation
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In the following description of experimentation and discussion of obtained results are displayed.
3. Experiments description

An external resourcefor research similar conceptsin the phase of QR isused in our experiment. ThisresourceisAWN, itisone
of the most important lexical database of the Arabic language foll owing the devel opment process of Princeton English WordNet
(PWN) [Fellbaum, 1998] and EuroWordNet [ Vossen, 2004].

Like EurowordNet, AWN is developed in two phases by:

- Building a core wordnet around the most important concepts (Base Concepts). This coreis highly compatible with
wordnets in other languages that are developed according to the same approach.

- Extending the core wordnet to more specific concepts.

In AWN, nouns, verbs, adjectives, and adverbs are organized into synonymous words, called synsets. AWN consists of 11 269
synsets: 7961 nominal, 2538 verbal, 661 adjectival, and 110 adverbial [Alkhalifa, 2006, Elkateb et al., 2006, Black et al ., 2006,
Rodriguez et al., 2008 (a)].

The AWN system falls into two parts: the AWN lexical database; and the software tools used to access the database. Two
different web-based interfaces have been developed for AWN: A lexicographer’sweb interface and auser’ sweb interface. The
first one is designed to support the task of adding, modifying, moving or deleting AWN synsets. The second one enables the
user to consult AWN and search for Arabic words, Arabic roots, Arabic synsets, English words, synsets offsets for English
PWN.

TheAWN Browser isastand-alone Javaapplication, it include browsing AWN, searching for concepts, and updating AWN with
datafrom thelexicographers. Searching can be done using either English or Arabic. In Arabic, the search can be carried out using
either Arabic script or Buckwalter transliteration and can be for aword or root form, with the possibly use of diacritics. The
browser alows auser to navigate via hyponym and hypernym rel ations between synsets of AWN and PWN. It should be noted
that the SUMO ontology navigation is also integrated into the browser. Users will be able to search or browse AWN using
SUMO astheinterlingual index between English and Arabic. The browser isfreely available for downloading from Sourceforge
at: http://www.globalwordnet.org /AWN/ AWNBrowser.html.

The database structure comprises several entity types: item, word, form, link, and authorship. Item are conceptual entities that
contain information about synsets, both English and Arabic. An item has a unique identifier. A word entity holds information
about wordswithin synsets, both English and Arabic. A formisan entity that containslexical information about different forms
of Arabic words. Theformsareroot and/or the broken plural form, where applicable. A link relatestwo items; this can bewithin
a particular language such as “hyponymy” or between equivalent Arabic and English synsets. The authorship entity holds
information about when and by whom a synset, word or form was created. The datamodel of AWN isimplemented inaMySQL
database and can be exported to other format such as XML or CSV.

Currently, AWN is still under construction and efforts are underway to partially automate the process using bilingual Arabic-
English resources, PWN and applying morphologica rulessuchin[Rodriguez et d., 2008(b), Alkhalifaet al ., 2009, Cavalli-Sforza,
2013, Abouenour, 2013].

A corpusisalso used in our experiment. It is composed of more than 22,000 documents containing Arabic texts from different
fields. The main characteristics of this corpus can be found in Table 1.

To carry out our experimentation the freely available APl Lucene search engine is used (http://lucene.apache.org), were the
whole of the documents of our corpusisindexed and resulted in oneindexes of approximately 37 MB. The process of CB and
PRF query reformulation are devel oped in Javalanguage.

Three strategies are planned for information retrieval:

- SimpleRetrieval or without reformulation (SR): A set of 50 queries (seetable 2) isused.
- Concept Based Retrieval (CBR): A set of 50 queriesdeduced from theinitial queriesby ablind enrichment isused. The set of
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Number of text files 22824

Fields Health, sports, politics, sciences, religion, astronomy,
nutrition, law, tales, family

Size 180MB

Number of words 17000000

Number of terms 193736

Table 1. The main features of the used corpus

the synonymsfound in AWN isadded to theinitial query (seetable 2). Thefollowing algorithmisimplemented for this strategy.

/I Algorithm of CB query reformulation
Begin
For each query ¢, (i = 1, 50)
1. Extraction of evidences
For each term tj of the query g,
Find thelist Sj of tj synonyms from AWN
S] =AWN_Synonyms (tj)
2. Rewriting thequery
Construct the new query: gnew =g, U S]

Ed
Query | Simple query New enriched query (CBR) New enriched query (PRFR)
NO (SR)

1 Lall  jan 4l 4ad ¢ ( Price of o0il) haill jau Sl ¢ Price of oil) ki) sz
(Price of oil ) 04 ¢ (Cost) 443 « (Financial Value) Js2 «(Barrel) ds_» «(American)
44 23 ¢«(Unit Price) 32 s y2u ¢ (Price) zWl «(Prices) Jlxsl ¢(States)
¢ (Thermal Unit) &) = 82s 5 « (Tariff) (OPEC) <Ll ¢(Production)

(Calories) 5 yx
2 ol Alas [ AUl (Capitalist System) (Juas!  alis < 51 o( Capitalist System) a5 Ui
(Capitalist Regular ) 4xlbidls «(Uniformity) ¢(Crisis) 4 «(World) al\= ¢«(Banks)
System) 7l «(Systéme) 4eshia «(situation (Government) 4 sSa

(Plan) 4ka « (Program)

Table 2. Examplesof queriesfor CBR and PRFR

- PRF Retrieval (PRFR): A set of 50 queries deduced from theinitial queriesby PRF enrichment isused (seetable 2). Thefollowing
algorithm isimplemented for this strategy. It implementsthe local clustering technique to extract the most pertinent «T>» terms
that servein the reformulation of theinitial query.

The retrieval results obtained by these various types of queries are saved in various files and various values of recalls and
precisions of the system are calculated for each type of retrieval and query.

4. Analysisand discussion of theresults
4.1 Theprecision at different level of documents

Figure 3 presents the precision obtained at 5, 10, 20 and 100 documents (P@5, P@10, P@20, P@100) from different types of
reformulation, and shows that the use of AWN did not improve the precision at different levels of documents after the QR.
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I/ Algorithm of the PRF QR
Begin
For each query g, (i = 1, 50) do
1. Interrogation of the collection of documents
2. Sampling : select the «D = 15» first returned documents: D_
3. Extraction of evidences
Consguct the matrix of local association (term - term) from the set of distinct terms of

Dg: S with each element
SU,V:EdED f x fS

€D S v, j

f, :representsthe term frequency S in the document d].
u]

S, , | expressesthe correlation between uand v
For each term t of ¢ extract itslocal association clustering C, set fromthe « T=7»
-
highest values S | (v u) of the u"lineof S

4. Rewriting of thequery : construct thenew query : g, =q U C,
End

Moreover, the reformul ation made by PRFR ismuch better than CBR.
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Figure 3. Comparison of thereformulation results
4.2 Theprecision at different level of recall
Table 3 presentsthe precisions at 11 levels of recall for each retrieval type.
Figure 4 showsthe curves' recall / precision obtained from table 4.
From figure 4 we can deduce that:
- The PRFR hasled to an overall improvement in therecall interval [0, 0.8].
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Recall | SR CBR | PRFR
0 0,620 | 0,484 | 0,628
01 0,616 | 0,453 | 0,625
0,2 0,587 | 0,427 | 0,594
0,3 0,557 | 0,392 | 0,566
0,4 0,543 | 0,359 | 0,546
0,5 0,508 | 0,330 | 0,527
0,6 0,464 | 0,305 | 0,506
0,7 0,431 | 0,293 | 0,475
0,8 0,402 | 0,281 | 0,426
0,9 0,368 | 0,257 | 0,321
1 0,304 | 0,207 | 0,190

Table 3. The precisionsat 11 levels of recall for each retrieval type

- CBR hasnot led to an overall improvement in the performance of the Arabic IRS.

- The PRFR ismorebeneficia than CBR.

To understand the effect of different types of retrieval on each query, various measures that are mainly based on the

comparison of results before and after expansion have been established.

For agiven query, three cases can arise and are as follows:

- Improvement (+): All precisions (at 11 points of recall) before arelower than those after. I n other words, the curve (recall /

precision) after isover before.
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Figure 4. Comparison between recall / precision curvesfor each retrieval type

- Noimprovement (-): istheinverse of the previous case. The curve (recall / precision) beforeisover after.

- Nodecision (X): for some precisions, thereisan improvement but for othersthereisno improvement. In other words, thereis
an intersection of the two curves (recall / precision).
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Table 4 showsfor each query used in the experiment the indicator: Improvement (+), No improvement (-) or No decision (X).

QueryN° | CBR | PRFR QueryN°| CBR | PRFR
1 - - 26 - +
2 X + 27 + +
3 - - 28 + -
4 X + 29 - X
5 X - 30 - X
6 - X 31 - X
7 - X 32 + -
8 - X 33 - X
9 + - 34 - X
10 - X 35 - +
11 X X 36 X +
12 + + 37 - -
13 X - 38 + X
14 X | X 39 - -
15 - X 40 - X
16 - X 41 - X
17 - - 42 - X
18 - X 43 X X
19 X | X 44 X |+
20 - X 45 - X
21 X | X 46 + |-
22 X | X 47 - X
23 X + 438 - X
24 X [ X 49 - -
25 - - 50 - -

Table4. Theindicator: Improvement (+), Noimprovement (-) or No decision (X), of eachretrieval type

From table 4 we can deduce that, whatever the retrieval type, we note that thereis:
- Improvement (+) in only two queries (queries number: 12 and 27) (4%).

- Noimprovement (-) in 7 queries (14%).

- Nodecision (X) in 6 queries (12%).

- A set of 35 queries (70%) for which thereisat least an improvement in 12 queries (24%). For the remaining 23 queries (46%),
thereisno improvement or indecision.

From the point of improvement view, the previous facts suggest that:
- Thereformulation by the use of an external resource or the PRFR can improve the performance of an Arabic IRS about 4%.
- There are queriesthat are hardly improvable with the QR.

In order to determine the best retrieval type (CBR or PRFR) the number of queriesfor each retrieval type has been counted (see
table5).
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Number of queries

CBR PRFR
Improvement (+) 7(14%) 9 (18%)
Noimprovement (-) 29(58%) | 14(28%)
No decision (X) 14(28%) | 27 (54%)

Table 5. The number of queries satisfying the conditions. Improvement (+),
No improvement (=) or No decision (X), depending on theretrieval type

Resultsin table 5 can show that the reformul ation by PRFR has the best rate of improvement (18%). Furthermore, the analysis
of therecall / precision curves (seefigure 4) confirmsthisresult.

Finally, we can conclude that the contribution of the use of an external resource in an Arabic IRS is about 14%. Moreover, it
appearsthat PRFR isbetter than CBR.

5. Conclusion

Inthisarticle, CB and PRF, two techniquesfor QR in Arabic | RS are examined and compared. Theresults obtained, firstly, have
confirmed that there are queriesthat are hardly improvable with the query reformulation and allowed measure the contribution
(4%) of these two techniquesin improving the overall performance of the Arabic IRS.

Asfor the queries’ number that hasreally led to an improvement, comparison of results has showed that the PRF QR is better
than CB QR. Moreover, intermsof recall / precision, the PRF QR ismore beneficia than CB QR.

Asfor perspectivesit can be said that this study has paved the way to test and compare other methods of reformulation with the
same data of this experiment in order to determine the most appropriate technique to be adopted for Arabic IRS.
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