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ABSTRACT: Non Sandard Word (NSW) identification and its interpretation is a major challenge in information retrieval
system. Real text not only contains ordinary words and names but also contains non-standard “ words” including numbers,
abbreviations, dates, months, currency, amounts and different types of numbers. In reality, we can not find NSWs in a
dictionary, nor can one find their pronunciation by an application of ordinary “ letter-to-sound” rules. Non standard words
have greater inclination towards ambiguity in terms of their interpretation and pronunciation than ordinary words. So it is
very much required to identify and inter pret the NSW properly while we are going for further analysisof text. Inreal text, NSW
are represented in diversified formats. It could be represented by digits, words or combination of both. There are different
ways to identify and interpret the NSW such as n-gram language model, decision tree, supervised and unsupervised tech-
nigques, weighted finite-state transducers and pattern identification using regular expression.

In this paper we presented a novel work to identify and interpret the non standard words in Bengali news corpus. e
introduced the coupling of the normal text normalization using the three components of analysis, viz. (i) generation of
optimized regular expression for different semiotic classes, (ii) consideration of optimized context window size, and (iii)
employ the concept of context identification array (ClA).
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1. Introduction

Information retrieval is the process of extraction of information from structured and unstructured data. In this process, the
information that is needed to be extracted is presented in the form of aquery and this query triesto match against theinformation
contained in the database. Much of the research and development in information retrieval is aimed at improving retrieval

efficiency [6] [7].

Different fields of language and speech technology must deal with real text. In some casesthe dependency isindirect: automatic
speech recognizers normally depend on language models that are trained on text. In other cases the dependency is direct: for
instance, machine translation, topic detection or text-to-speech systems start with text as their input.

Unfortunately, written language deviatesfrom thisideal in two important ways. First, in most of thelanguagesthereisambiguity
even for ordinary words: if wewrite book, it isup to you asthe reader to figure out from the context whether we meant book as
amanuscript, or book to reserve (ticket or hotel reservation). Secondly, many thingsin the text are not ordinary words. These
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include: numbers and digit sequences of various kinds; acronyms and letter sequencesin all capitals; mixed words (win98);
mixed case words (WinXP); abbreviations; Roman numerals; universal resourcelocators (URLs), e-mail addresses and so on.

Non standard word identification and interpretation [8] [9] is atype of information retrieval technique that iswidely used in
natural language processing. Normally dictionary contains meaning or interpretation of standard words namely nouns, verbs,
adjectives etc. In contrary, non standard words are not standard words and their meanings or interpretations are absent in the
dictionary. But there are occasions where meaning or interpretation of NSW isimportant. This paper addresses the design and
implementation of NSW identification and interpretation, formally known astext normalization system [5]. The experiment has
been carried on a set of Bengali (Bangla) news corpus.

Proper deciphering of the NSWs in a text can be extremely useful to many NLP applications such as Text to Speech (TTS)
system. Text to Speech (TTS) system [4] isone of the major areas of research in natural language processing. At the beginning
of the TTS processing, we are required to submit raw texts including NSW as input and based on given input the TTS will
convert itinto spoken word. So it isimportant to find out the NSWsand they must be converted into corresponding meaningful
words according to their context.

2. Related works

Considerable works have been done by different researchers on different languages likely English, Chinese, Japanese, Hindi
and other languages. But insignificant amount of work has been done on internationally popular language like Bengali (Bangla).
Thebasicideabehind the NSWsidentification and interpretation are more all less sameinvolving tokenization, token classification,
token sense disambiguati on and standard word generation to get normalized text. Individual step differsinway of implementation.
Different researchers, however, adopted different waysfor tokenization (whitespace-separated tokens[5] [11], end of sentence
[4] [11], useof Flex [1], Regex [11], break iterator [11], etc), token classification (ngram language models[5], decisiontrees[5],
regular expression [4], Bayesian classification [12], etc) and token disambiguation (n-gram sequence model [14], stetistical
techniques[13], decision-list[9], etc).

[1] Reported the accuracies for Cardinal-Number and Year were 96.1%, and for Float and Time were 98.6%. [2] found overall
accuracy for Japanese and Chinese were 72.9%. From the study of [3], we can point out thefollowing accuracy levels- Floating
point-100%; Currency -100%,; and Time—62%.

Comparatively low accuracy levelsof certain semiotic classes demand further investigation and analysis. It may be pointed out
that only afew researchers used the concept of context in their analysis[10]. But along with this, concept of Context | dentification
Array (CIA) as proposed by us may be a unique idea to tackle the issues.

In natural language processing, context of theword playsavital role whileinterpreting the meaning of the sentence. Considering
the context of the NSWs, they can be categorized into different semiotic classes namely Time, Currency, Abbreviation, Date &
Month, Telephone number, Year, Number, E-mail, URL etc. While converting these texts into speech, we have to concentrate
more oninterpretation rather than the orthographic symbols, sothat in Bengali**yy ¢ 137."’ (12.5mi.) (for full details of Bengali
words vide Appendix A) would sound as 12.5 f3ifq; (12.5minute) but *’ 3y, =z (mi. Roy) would sound as“ Mister Roy”.

The following examples may establish the fact that interpretation of a NSW is subject to depend on context in the text.

1) The NSW 1998’ could be considered asa YEAR (pronounced as nineteen ninety eight) or aNUMBER (pronounced as one
thousand nine hundred ninety eight) or telephone extension number (pronounced as one nine nine eight).

2) f31. (mi.) could be considered as MINUTE or MISTER (as discussed above).

3) InBengali, “F155T .9 (U@ 8.w9o PG JEy 1§ FIEE@ (finishthework anytime between 2.30 and 4.30 minute),
first set of digits2.30 could betreated as either FLOATING NUMBER or TIME, giving riseto ambiguity.

Although the second set of digitsis directly associated with time, which is absent in the first set.

4) In Bengali, g1 /&' | @r (talte/to) could be interpreted frequently as TIME, for example, “famser 5 & (afternoon 5), but it may
sometimesindicate QUANTITY aswell, for example, “551 3" (5 books).
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From the above examplesit is observed that for proper pronunciation or interpretation, in Bengali, context of the word isvery
important.

In this paper we have concentrated on exploring the context of the NSW, so that we can identify and interpret the NSWs more
accurately compared to other ordinary NSW identification techniques.

3. Methodology of extraction and suitableidentification of NSW

Text normalization is a multi steps process. In this paper we have divided the whole processes into different sub processes
namely (i) construction of Regular Expression (RE) (ii) Classification of similar types of NSWs, namely “ 751" (7 ta) considering
quantity or “ 751" (7 ta) considering time, based on RES (iii) construction of Context |dentification Array (CIA), (iv) identification
of the optimum Context Window size for successful performance (using training data), (v) final (or confirmed) classification for
proper identification of aspecific class of NSW and (vi) converting the NSWs of numerical formsto textual forms.

It isworthy to mention that individual programming module (date & month, email, money etc.), regular expression and CIA are
used for different semiotic classes. It isimportant to note that single programming moduleis used for semiotic classes having
sametype of nature (e.g., time-quantity-float, year-number-tel ephone number etc.) but different regular expressionsand CIAS,
suitablefor those semiotic classes, are used. Structure of individual module varies as per structure of different semiotic classes.
Thewhole processis depicted in the following figure:

v
NSW under test Construct RE

v

Preliminary Classification

r 3

¢ / Context window
Final Classification Size
l \

Tokens of Context Identification Array
Specific Class (CIA)

)

I nterpretation

I

Normalized Words

Figure 1. Flow chart for Bengali Text Normalization

3.1 Difficultiesof unified model

Bengali isaninflected language. Bengali literature follows proper rules while constructing sentences and punctuations. But in
most news corpus, sentences and punctuations are used with little variations. While we try to find out any word, generally we
focus on prefix or suffix and this fact is applicable for any language. In case of time and date, to mention the range, we use
“yoo @ teofifita’ (from2.30t05.30 minute) and “ 12 w17 143 senfar” (12 and 14th January). Herewe noticethat for both
theexamples, infirst set of digits, we have not used any suffix (i.e., minute or month etc). We can mention more exampleswhere
either prefix or suffix isabsent. Sometimeswe come across the situations when prefix or suffix isabsent asthewriter mentioned

them in the previous sentences, €.9. “g/@s savo WE $W FEE 4F1T GEOISERIATE @ 0y (el (Indiafirstwon
theworld cup cricket in the year 1983. Again they won the cup in 2011).

Thefollowing table (Table 1) showsthe frequencies of normal syntax and deviated syntax (as described above), which isknown
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asinflected feature of the language, as extracted from arelatively voluminous training data set* (2.03 MB) of a Bengali news

paper, Anandabazar Patrika?. The regular expressions and Context Identification Arrays (CIA) are developed manually by
analyzing this data set prepared from news corpora.

Category Normal (%) | Inflected (%)
Time 98.8 12

Year 96.2 3.8

Float 100

URL 100

Date 994 0.6
Money 100

Telephoneno.| 98.1 1.9

Table1. NSW variationsin Bengali News corpus

For some semiotic classes, final classification (Figure 1) isnot mandatory because presence of certain symbolsdirectly identify
the semiotic classesasin the case of email that isidentified by ‘ @’ symbol or inthe case of percentagethat isrecognized by the
symbol ‘%' and so on.

Because of the above facts, we have decided to use the algorithm with little variationsfor different semiotic classesirrespective
of the use of different regular expression.

3.2Algorithm
The algorithm 2 depicts the working principle of our proposed technique.

Thealgorithm presented hereisastraightforward rulebased approach that uses exhaustive search procedures bothin preliminary
and final classification stages. In the preliminary classification stage, we have used regular expression for individual semiotic
class. ClA playsavitd roleinthefinal classification stage. After getting the patternsfrom the preliminary stage, left and theright
windows have been taken care of considering the digit or word format of the digit of that pattern, for example, ‘ 7f3y’ (7ta) must
bebrokeninto ‘7 and ‘T’ (ta). Now we start comparing every token of theleft and right windows, starting fromthedigit (‘' 7’),
with the tokens of the CIA. If there is a match between any token of the respective windows and CIA, we can conclude the
semiotic class of that NSW.

Neverthel ess, the algorithm needs slight changes in case of NSWs having identical representation, for example, timequantity,

year-number-tel ephone number etc. In these cases, search operation is made with each CIA one after another, for example,

tokens of left and right context windows of digit * 7' are compared first with time CIA and then with quantity CIA. If thereisa
match between the contexts of the digit and more than one CIA tokens, then we calculate the distances from the digit to the
contexts present in the context windows. The digit, whichis closeto the context, isidentified asNSW of that semiotic class. But
in case of tie (distances of same length), we can not conclude properly the semiotic class of that digit and accuracy levels go
down.

3.3Congtruction of RE and itsimportancein NSW identification

A regular expression (RE) isaset of charactersthat specify apattern. Regular expressions are used when we want to search for
specific lines of text containing a particular pattern. We can think of regular expressions as wildcards on steroids. In NSWs
identification technique, RE playsavital role considering NSW as specific pattern.

In this paper, we have presented REs that have designed after athorough study of Bengali news corpus. The study reveals that

Availableat hitp://eiilm.co.in/Training_Data_Set.txt
2Availableat http://www.anandabazar.com/
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Step 1: Open thefilein read mode and read thefileline by line.

Step 2: Check for specific pattern/s using regular expression (re) for specific semiotic class/sin each line.
Step 3: Splittheline.

Step 4: Find number of resulted pattern/s extracted using rein each line.

Step 5: Select number of iteration required for same type of structure of different semiotic classes (time-quantity,
yearnumber-

telephone number).

Step 6: Iterate for individual resulted pattern of each linefor final classification.
Step 7: Split the pattern and get the index of the digit or word format of the digit.
Step 8: Set theflag to zero.

Step 9: Iteration based on left Context Window size.

Step10: Check start of theline. If itis, then got to previousline and continue theiteration according to the length of
theleft context window.

Step 11: Iteration based on the length of the Context Identification Array.

Step 12: If there is amatch between any element of CIA and tokens within the context window size then stop the
iteration. Maketheflag to one. Based on the value of step 5, either go to step 6(for more than one similar structure)
or stop the iteration (only one structure) because we have got the NSW and go to step 18.

Stepl3: If thereis no match then start iteration based on Right Context Window size.

Step14: Check end of theline. If it is, then go to next line and continue the iteration according to the length of the
right context window.

Stepl5: Iteration based on the length of the Context Identification Array.

Stepl6: If there is a match between any element of CIA and tokens within the context window size then stop the
iteration. Based on the value of step 5, either go to step 6(for more than one similar structure) or stop theiteration
(only one structure) because we have got the NSW and go to step 18.

Step 17: If thereis a match between the contexts of the digit and more than one CIA tokens, then we calculate the
distances from the digit to the contexts present in the context windows. The digit, which is close to the context, is
identified as NSW of that semiotic class.

Stepl8: Convert the digit into its corresponding word format
Stepl9: End of algorithm

Figure 2. Algorithm for finding NSWs using Python style (only main part is given)

some accessory texts and punctuation marks are associated with the desired pattern and without these accessory texts and
punctuation markswe can not predict the NSW accurately. For example, “2.@0 (¢ 8.90 fSifapgg” (from 2.30t0 4.30 minute) gives
ustwo NSWsnamely 2.30 and 4.30. But if we consider only digitsfor theidentification of ‘time’ NSWs, wewill get NSW *4.30’
only, because it is only preceded by the context ‘minute’. The digit ‘2.30" will not be considered as time NSW as it is not
preceded by any time context, but in reality itistime NSW. So, here, we haveto consider thetext ‘(& (fromto). In another case,
“y-@ (5 33" (2-3teboai i.e. 2-3nos. of books) should give ustwo NSWsnamely 2 and 3if and only if we consider the punctuation
‘-*. Therefore proper construction of RES helps us to search particular pattern more accurately. Keeping in view of the above
discussion, we have designed REs for different semiotic classes, some of which are listed in the Appendix C.

3.4 Preliminary Classification

Inthe preliminary classification phase, we are searching for specific pattern using constructed REs. In this approach, we are not
using the tokenization processin astrict senseasaninitial phase. Instead, we extracted the desired tokens of different semiotic
classesusing well organized REs . Thuswe havetried to eliminate the timethat isrequired for tokenization phase. We have used
Python functions for searching specific pattern line by line. After this phase, tokens of same type are being classified. In this
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classified group, tokens of sametype but of different semiotic classesare being kept. For example, ‘gy /% / ‘@7 (ta/telto) are
kept in asingle class but they may be categorized either into time or quantity or float value.

So, we can say the preliminary classification phaseis a screening phase before the final classification.

3.5Final Classification through Context | dentification Array (CIA)

Here, we have performed the final classification using the concept of ‘ Context’ of aword. In any language, context of the word
has a significant role to understand the perspective or background of that word. Context of the word precisely identifies the
actual meaning of the word because we have found strong coupling between the context of the word and the meaning of that
word. For example, in English, if you write ‘23" | it does not imply anything alone. 23" may signify quantity or month or
something else. But if there isword ‘ January’ after or before 23", then we can precisely say that 23" means 23™ January. In
another example, 1972 alone does not mean anything; it could be year or ordinary number or anything else. The word ‘year’
along with 1972 specifically helpsto understand we aretalking about ‘year 1972’ . Likewise, there are ample of exampleswhich
sufficiently prove the need of ‘context’ of a NSW.

In this paper, to achieve a higher accuracy, we have considered two new concepts implemented jointly, namely, Context
I dentification Array (CIA) and Context Window (CW).

3.5.1 Construction of Context Identification Array

Thorough study of news corpus revealsthat there are some words that present before or after the NSWs and presence of those
wordsidentify the nature of the NSWs. CIA isaspecial kind of array which storeswordsor patternsi.e. ‘ contexts' that are used
to identify the NSWs precisely: CIA ={P, P,, P,,....., P } (where n represents the size of Context Identification Array).
Therefore construction of CIA isvery important because ultimately it segregatesthe NSWs of same nomenclatureinto different
classes. A list of CIA for Bengali languageisillustrated in Appendix B.

Itisrequired to mention that, in case of Y EAR, RE and CIA are almost similar because we have chosen RE in such
away that minimizesthe search area.

3.5.2Importanceof Context Window

Aswe have mentioned earlier, final classificationis carried out by means of Context |dentification Array and Context Window
(CW) [1]. Inthisexperiment CIA and CW are complement to each other because both of them are used simultaneously to justify
the context aswell asthe nature of the NSW. CW identifies the region within which thereisapossibility to find out the context
of a NSW. Each token within the CW undergoes checking to see whether it corresponds to specific ‘context’ or not. CW
comprises of windows namely left Context Window: I_c_w={tt ,,t ,,.......,t_} andright Context Window: r_c_ w={t,t ,
t,..., t } (where n represents the size of context window; array starts at the index value of the target token). If the context
presentsin the left window, then it is known as Left biased semiotic class (e.g. time, telephone number etc) and if the context
presents in the right window, then it is known as Right biased semiotic class(e.g. Date & Month, Quantity etc. Total window
sizeisequal to sum of left and right window sizes.

Sze of CWvariesfor different semiotic classes. Intense study of the news corpus reveal s that context of a NSW must present
within aspecific region centering the NSW. L et us explain the situation with a suitable example. In case of Date & Month, name

of the month normally appearswithin therange of 1-5 tokensi.e. “ I AT ¢ SN (CW size2), T I 5 AW ¢ © Rk

(CW size 2 and 4 respectively), @ ISE (CW size 1) and so on. But in atrue sense CW sizeisnot rigid. Selection of CW size

depends on the knowledge of the researcher on the literature. If the CW sizeis not selected properly, there may arise several
problems, such as

* Arbitrarily long CW may select number that is not belonging to that semiotic class.
» Small CW size may omit the context and the number without this context may be categorized to faulty semiotic class.

Generally, long CW sizerequiresmoreiterations, however if the context isarrested early, theiteration will be stopped immediately.

3.5.3Implementation of CIA and CW
Inthefinal classification stage, we have considered the output of the preliminary stage, where each classified group comprises
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of sametype of tokensbut of different semiotic classes. At first, each individual token of asinglelineistaken under consideration
and theindex value of each oneisidentified in the given line. After getting theindex value, we have considered the left context
window |_c w ={t,t ,,t ,,......,t_} andright contextwindowr_c w={t.t,t,...,t} starting fromthat index value. CIA
comprises of m number of context patterns, CIA={P, P,,P,,....., P_}.Now westart comparing each element of theleft CW and
also theright CW with the individual token of the CIA. If thereisamatch between the token of the CIA and the token either to
the left or to the right CW, then we can understand the nature of the target token to be classified to a specific semiotic class:

1,if CIA[P]==I_c_w[tj] wherei =0,1,2,..,nand

flag = j=0,-1,-2,....,—n
1,ifCIA[P]==I_c w[tj] wherej=0,1,2,.,nand
0, otherwise

Total tokens extracted using RE = 390

Actual number of Date & Month NSWs present in the

data set =99

Seri L eft Right Total Time No. of

al actual
No. ] ) tokens

Window Window length (sec)

1 0 0 0 4.19- 06 0
2 0 1 1 4.19e-06 0
3 0 2 2 2512 92
4 0 3 3 2.59 92
5 0 4 4 2.72 95
6 0 5 5 2.78 95
7 0 6 6 2.90 97
8 1 2 3 2.64 92
9 1 3 4 2.68 92
10 1 4 5 2.79 95
11 2 3 5 2.78 92
12 2 4 6 2.93 95
13 2 5 7 2.98 95

Table 2. Experimental result for Date & Month with variablelength of Context Window

whereflag = = 1 indicatesthe receiving of the confirmed result.

The token then undergoes for conversion from digit to word representation based on its semiotic class.

4, Results

The experiment has been carried out on atest data set® (803 KB) which is different from the training data set, prepared from
Bengali news paper Anandabazar Patrika. Thefollowing tables show the experimental results executed on two semiotic classes
namely Date & Month and Time respectively.

In case of Date & Month, database contains exactly 99 NSWs belonging to this semiotic class. Using regular expression, in the

SAvailableat http:/eiilm.co.in/Test_Data_Set.txt
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preliminary classification stage, we got 390 tokens. As all of them do not belong to the Date & Month semiotic class, we
performed final classification stage. From the experiment, it has been observed that for some context window sizes (serial nos.
1-4,7-9,and 11in Table 2), we got resultsthat are not optimum. Serial nos. 5- 6, 10, 12, 13 (Table 2) deliver usmuch better results
whichis95. It isinteresting to mention that in serial no.7, we got 97 tokens but two of them do not belong to the Date & Month
semiotic class. From the Table 2, we can identify that the optimum window size to be 0-4 (left context window size 0 and right
context widow size4), asshownin Table 4.

Total tokens extracted using RE = 485
Actual number of Time NSWs present in the data set = 101

Sl. Left Right Total Time No. of
NO. \window Window Length actual tokens
1 0 0 0 3.08 0
2 1 1 2 312 37
3 1 2 3 313 56
4 2 2 4 322 59
> 2 3 5 3.23 72
6 3 3 6 341 82
7 3 4 7 3.49 o1
8 4 4 8 35 o1
9 5 4 9 351 %5
10 5 5 10 354 9%
11 5 6 11 357 9%
12 6 5 11 358 9%
13 6 6 12 359 %5
14 6 7 13 363 %
15 7 7 14 3.64 %5
16 8 8 16 3.65 104

Table 3. Experimental result for Timewith variablelength of Context Window

Semiotic Class | L&ftContext | Right Context
Window Size | Window Size

Date & Month 0 4
Time 5 4
Year 2 4

Table 4. Optimum Context Window Size

Onthe other hand, database contains precisely 101 NSWsbelonging to Time semiotic class. The preliminary classification stage
gives us 485 tokens. Using final classification, we could identify maximum of 95 out of 101 NSWsthat has been shown in the
seria nos. 9-15 of Table 3. Other than these serial nos., wewould not get optimum number of TIME NSWs. It has been observed
from the Table 3 that the optimum context window sizeis5-4 (left context window size 5 and right context widow size 4) as shown
inTable4.

The study revealsthat the search operations of NSWswith respect to different semiotic classes, some semiotic classes achieve
exactly 100 % accuracy whereas some failsto get that. The following table carriesthe comparative details of findings between
the early system [3] and our proposed system [Table 5].

The accuracy level for Money, Telephone No., URL, Percentage and Quantity is 100%. It has been observed in case of Date &
Month, Year and Time, accuracy values are close to 100% but not 100%. This shortfall isdueto theinflective nature of Bengali

language. In case of Time, we overcome the problem that has been faced in [3], for example, “ 5T 10.15 (AP 1115
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Accuracy of the | Accuracy of the
Semiotic Class early system? proposad
in % system in %

Date& Month 71.02 95.95
Money 100 100
Telephone No. 100 100
Year 82.45 97.54
Time 63.57 94.05
URL 100 100

Per centage 100 100
Quantity 72.61 95.34
Float 100 100

Table 5. Accuracy valuesfor different semiotic classes

fifata s o @I (Finishthework between 10.15 and 11.15 minute). Herefirst float number 10.15 and second float
number 11.15 have been identified as time because the context * Sfaz;z (minute) is present within the three and one context
window sizes respectively and hence we solve the problem of [3]. But in some cases we could not identify the Time NSWs
properly, for example, “sifsr et 8B IS odd| ©@TF b1 AW (ate Q[ (I will comeback tomy houseat 4in
the evening. Then around 5, | will be out to play). In this case ‘4’ isidentified as Time because it is associated with ‘ evening’
context inthefirst line. But in the second line, with continuation of the‘ evening’ context, ‘5’ isnot associated explicitly with any
Time context. So we could not identify the ‘5’ as Time, instead it has been identified as Quantity, as‘ [T’ (‘ta’) comesafter ‘5. We
have faced similar type of problemsin case of Date & Month and Year also. Hence the accuracy levels are slightly less than
100%. By incorporating more complex rules and techniques, we can overcome this problem.

Thus, after getting different types of NSWs, we have interpreted according to their natures. In case of Year, 1972 will be
interpreted as “Bfeen graTas’ (Nineteen seventy two). But if it is Money, then it will be “aF X[SF I JRIGT”

(One thousand nine hundred seventy two). In case of Telephone No., it will be“d9 9J H@ "ﬁ (one nine seven two).

5. Conclusion and FutureWork

In this paper we devel oped amodel for identification of NSWsin Bengali news corpus. It isinteresting to observe that Context
Identification Array (CIA) and Context Window (CW) size areimportant determinantsfor identification. However, size of the CW
depends on the type of the semiotic classes and the complexity of thelanguage. Thiscomplexity carriesadirect relationship with
inflected nature of the language, Bengali language to be particular. In case of Bengali news corpus, the degree of inflation is
quite high and therefore we could not 100% accuracy for all semiotic classeslike, ‘year’, ‘time’, etc.

Theresearch opens up anumber of facets of further research by different approaches and methodol ogies e.g., maximum entropy,
Bayes theorem, SVM etc. Once efficiencies of these methods are assessed, the optimal technique can be addressed for some
particular applications on Bengali news corpus.

References

[1] Panchapagesan, K., Talukdar, PP, Sridhar Krishna, N., Bali, K., Ramakrishnan, A. G (2004). Hindi Text Normalization. Fifth
International Conference on Knowledge Based Computer Systems (KBCS), Hyderabad, India.

[2] Olinsky, C., Black, A.W (2009). Non-Standard Word and Homograph Resol ution for Asian Language Text Analysis. | CSL P2000,
Beijing, China, p. 733- 736.

4The accuracy figures for early system correspond to our test data along with our constructed REs. However, there has been
alittleimprovement achieved in accuracies because of detail designed and well organized REs.

International Journal of Computational Linguistics Research Volume 4 Number 4 December 2013 167




[3] Alam, F, Habib, S. M. M., Khan, M. (2009). Text Normalization System for Bangla. Proc. Conference on Language and
Technology (CLT09), NUCES, Lahore, Pakistan, January, p. 22-24.

[4] Xydas, G, Karberis, G., Kouroupetroglou, G. (2004). Text Normalization for pronunciation of Non- Standard Words in an
Inflected Language. I n: Proceedings of the 3 Hellenic conference onArtificial Intelligence (SETN04), Samos, Greece.

[5] Sproat, R., Black, A.W., Chen, S., Kumar, S., Osetendorfk, M., Richards, R. (2001). Normalization of hon-standard words.
Computer Speech and Language, p. 287-333.

[6] Goker, A., Davies, J. (2009). Information Retrieval: Searching Inthe 21% Century. John Wiley & SonsLtd.

[7] Feldman, R., Sanger, J. (2007). The Text Mining Handbook. Cambridge University Press.

[8] Cavnar, W. B., Trenkle, J. M. (1994). N-Gram- Based Text Categorization. |n: Proceedings of SDAIR- 94, 39 Annual Symposium
on Document Analysisand Information Retrieval . LasVegas, UNLV Publications/Reprographics, p. 161-175.

[9]Yarowsky, D. (1996). Homograph Disambiguation in Text-to-Speech Synthesis. Progress in Speech Synthesis, Springer-
Verlag, p. 158-172.

[10] Ra A.A., Sarkar T., Pammi S. C., Yuvarg S., Bansal M., Prahalad K., Black, A.W. (2008). Text Processing for Text-to-Speech
Systemsin Indian Languages. | SCA SSW6, Bonn, Germany, p. 188- 193.

[11] Papageorgiou, H., Prokopidis, P, Giouli, V., Piperidis, S. (2000). A unified POS tagging architectureand its application to
Greek. In: proceedingsof the 2™ LREC, Athens, Greece, p. 1455-1462.

[12] Golding, A. (1994). A Bayesian hybrid method for context-sensitive spelling correction. In: proceedings of the 3 workshop
on very large corpora, p. 39-53.

[13] Luk, A. K. (1995). Statistical sense disambiguation with relatively small corporausing dictionary definitions. In: proceedings
of the 33rd annual meeting on Association for Computational Linguistics, Stroudsburg, PA, USA, p. 181-188.

[14] Jelinek, F. (1997). Statistical Methodsfor Speech Recognition. MIT Press, Cambridge.

AppendixA
Bengali words, pronunciations and meanings
Bengali word Pronunciation Meaning
. Me. Mister (to
designateamale
person) / short
form of minute (to
represent minute)
LG Minute Minute
9 Roy Surname
FISLI Kajta Thework
.90 2.30 2.30
(A@/ T 2@ Theke/ hoite From
8.wo 4.30 4.30
faGa Miniter Of minute
T Sesh End
Y Modhya In between
FAEA Korben You Will do
GBI/ G/ @1 Talte/tow Suffix used to
represent time
and quantity
g Arr And
v8% 14e 14
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Appendix B

Structure of Context |dentification Array to find the different NSWsin Bengali news corpora

EEES Sabe
HIE R
fFeG s
(Gl ERE]
A [¢:1E)
3o%% (@|

Bharat, unissho
tirashi, sale, prothom,
crickete, bissyocup,
jete, dari, tarpor, abar,
jete, duhazar, agaro
te, dari

India, 1983, in the year,
first time, in cricket, world
cup, won, end of sentence
punctuation, then, again,
won, in 2011, end of
sentence punctuation

3-9 Dui-tin 2-3
I3 Boi Books
W OACE ¢ June, maser, panch, June, inthe
s tarikh month, 5", date
aify T o6 | Ami, bikel, charte, Me, inthe evening, at 4
afs  fmw | baiphirbo, dari, pm, house, return, end
s qpr | tarpor, panchta, of sentence, then,
nagad, khelte, jabo
A (A at 5 pm, around,
| toplay, will go
SfrTTa®@E | Unissho bahattor 1972
aF TEE F307 | Ak hazar noysho 1972
qEes bahattor
aFEsre y2 | Akdi sat dui 1972
aq/ 38 Abong /O And
CTR ALST  [Sh-a e law-a, rawa, tha-gd Suffix used to represent date
e, {IE Son, sale Year, year
oI shatangsho percentag
B, BT Ta. taka Indian currency in short form
’ Indian currency
EREIPES Poisa, po. Indian currency, Indian
currency in short form
Aa-J Oa - untostoao Bengali alphabets
S, (o January, February, January, February,
far, =e, March, April, may, March, April,
afEeT, v, S June, July, August, may, June, July,
cmﬂf@ﬁ September, October, | August, September,
7 e foor | November, October, November,
) December December
SFE/SAFE S| Sakal/sakale,Bikal/ Morning, after
e/, bikale, Bela, sandhyal | noon, noon,
ST S, .
T g sandhye, dupure/ evening, after
=10s/ mte/ame . | dupur, rate/rat/ratre, | noon, night,
CETE/CETE bhore/bhor dawn
Jo9, 2,999 | Batsor,bachar,batso year
[CERCRIDR] re,sal,sale,shatok,s
@, hatoke,son,sone
ToF Teld A4,
W
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Semiotic CIA
Class

Date& if contextisin
Month (S, wwEmfE, ,E,
afEeT, T, S, SR, S
(€crE R (CACERC(CEEN TR
then NSW implies Date & Month
else NSW impliesany Number

Time if contextisin (ST |, 'STF I,
S, A, (81 ,'(81F') then NSW
impliesTime
else NSW implies Quantity

Year if contextisin
(Feng, 70, Fe9E, ToE, 719, |1
@,

ToF, Te@ , W, )
then NSW impliesYear
else NSW impliesany Number.

AppendixC

Structure of Regular Expressionsfor different semiotic classes

Class RE
(t"\s+\d{1,2}[-/.N\d{1,2 }\s+ |
\sH\d{1,2N\d*\s+[T]#[ 2] * [©]# [ (2] *
[A] %[ ] % [F]w[(]%[a]%[T]*
[8] % [ @] #\s\d+\ A\ [FT]# [ (2] % 2% [
][] # [T [oT] % [ ST [ 7] *|
\s+\\d-+\ F\d*\s*

[OT] %35 [ ] [TV] % [ST] #\s+\d {1,2}
\ s+ P\sH\d{1,2 1\, \s+]

\(\d+\.A\d*\s))

Date & Month

Year S s\d+ | [VNAF\STR[(]* |
SE[Ce]*\s\d* | \dF\sHA[(]* |
\d*\sHT[ (2] %)

Time (AN [\ [T ] % [ 3] %[ 5]
*\d+\.A\d+\s[B][<T][F]|
A\ AR\ \s[Z] # [R]* [@] * [ ]
(][] % [F]*[(e]#\s\d¥\.\d*
\dM\s[B1[=T][F] #\s| \d-+\s[B1[ 1]
\s\d* [\ ] F\d*[\J\d+)

170 International Journal of Computational Linguistics Research Volume 4 Number 4 December 2013




URL

(r'http://[a-z]+[0-9] *[.][a-z] +
[0-9]*[.] *[a-z] *[0-9]*
[www]|.][a-z]+[0-9] *[.][a-z] +]0-
9]*[.]*[a-z] *[0-9]*")

(r'la-z]+[0-9]*[_.-] *[a-z] *[0-9] *[a-
7| *@][a-z|+[0-9]*[.]
[a-z]*[a-z] *)

Percentage

(r'[0-9]+[.]*[0-9] \s*% |
\d+[.]*\d*\s**TST1:™T)

Phone

("\+\d N\ \(F\d*Y) *F\-*\s*\d\d
\d\d\d\d\d\d\(+\d {4 )\-\d {4 }V)+")

Money

(\d+ [\ )N\ N * B ] [\eT]
D\ [\ [\ \d*\s T

\dF\]* LA H\BTRNs\d *

[\ s\ \d =+ [\ ]
[\]\dA\sBTTN+ [\, ] *[\]*
\d*\S\STI\d-+\s[5T][ . ]|

\d+ [\ Ad* [\ A BT\ |
\Rs \s\d+[\,]\d*[\.]*\d *[ V-] *
[ST-F]+\s*[S-T] +\s* 17
[37-T]#\s* [3-T]+\s*BI[ . ]+
|[ST-T]+\s* 51| [oT-F] +\s ™4[ . ] 4|
[OT-T]+\s* [T-T]+\s *BTFT
\s*[T-T ] +\s* S| [ 9T -T ] +
\S*BIL ] +\s*[Or-T]+\s*[ L ] +|
\o\d+\ A\ s+ [T # [(oT] # [B]#[ 2]
#\5* [T] % [T ] [T #\s* [T ] [ 7] %
[2]%\s* [T ] % [ 7] # [S] %[ :]] %
[F]9\s™ [PT] 3 [CoT] o \s™ [F] [ (7]
#[B]# [f2]%\s*BrF [O1-T" &)+
ot [T [T # B [ ] #\s[T]
[F] % [T \s™ [T]e[T]#[V]#\s*
[R] % [ ] % [S] %[ T] % [T]#\s*[*T] %
[T *\s*[F ] % [CoT] * [B]* [ ] %\s*
53]
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