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ABSTRACT: Natural Language Constraints have a vital role in Business Organization. The main problem is scope ambiguity
when these NL constraints are translated into formal languages. Human beings can understand the context in which these
constraints are defined but it is most difficult for a machine to understand the exact meanings of these constraints in their
context and this leads to crash the Business System. Therefore before translating these business constraints to OCL, the scope
ambiguities should be resolved for correct translation of NL to OCL. For this purpose a new technique is proposed for
handling the scope of logical operators used in NL constraints by using the Markov Logic. The subject and scope knowledge
and Markov logic integrates into natural language processing. The subject knowledge has been deployed as context
knowledge and scope knowledge was acquired from the business constraints. Markov logic was applied to NL constraints for
selecting the most possible meaning of an ambiguous NL constraint based on the context. The presented work shows that by
handling the identified cases of scope ambiguities of logical operators, we can take correct translation of business constraints
into formal specifications.
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1. Introduction

To support their business processes, organizations develop business information systems. These information systems should
act in a manner that is consistent with the objectives and policies of the business organization by enforcing business rules. A
compact statement about some aspect of a business is called ‘Business Rule’ which can be expressed in terms that can be
directly related to the business, using simple, unambiguous language that is accessible to all interested parties i.e. a business
owner, a business analyst, a technical architect and so on. In general, business rules describe how a company conducts its
business. [1]

The Business Rules Group (BRG) – defined business rule in both business perspective and information system perspectives:



  132       International Journal of Computational Linguistics Research   Volume   5   Number  4    December   2014

from the business perspective, a business rule is guidance that there is an obligation concerning conduct, action, practice or
procedure within a particular activity or subject, and from the information system perspective, a business rule is a statement that
defines or constrains some aspect of the business.[2] Business rules may be captured by business experts, business owners or
end users for keeping business works. While the aim of IT professionals to make their applications usable in reality by capturing
business rules.

There are three domains regarding to application of BR in IS development process:

Business System (BS), Information System (IS), and Software System(SS).

Business rules should be described in a form relative to business people regarding to BS perspective. The clearest form is
natural language. Regarding to IS perspective, this form is ambiguous for specification of business rules.

For this purpose, BRG has provided the specification of Semantics of Business Vocabulary and Business Rules (SBVR) [3].
SBVR is oriented to business people and is designed to be used for business purposes independently of IS designs.
BR must be defined in unambiguous, clear and precise manner to be implemented within SS for later use from the IS perspective.
Many different BR modelling methods and techniques are provided for this purpose.

Object-oriented approach is widely adopted and differs from others by its capability to capture the structure (data) and the
behaviour (functions) of business system, while others are able to capture only one of them. Recently, the UML is the de-facto
standard for object-oriented analysis and design. The OCL as adopted part of the UML, supplements this methodology with
possibility to specify system models in more comprehensive and unambiguous way.

Object Constraint Language (OCL) is a formal specification language for describing constraints in the context of UML model.
The OCL has been developed as a business modelling language and has its roots in the Syntropy method [4]. It is a part of UML
to compliment its modelling because it is not expressive enough to provide all the relevant details of a specification. However,
the OCL is side-effects free language, therefore it cannot change anything in the model: the state of the system will never change
because of the evaluation of an OCL expression, even though an OCL expression can be used to specify a state change (e.g., in
a post-condition) [5].

Furthermore, it is not possible to write program logic or flow control in the OCL as well as express implementation details.

The main characteristics of the OCL are presented as follows according to [5].

1. Both query and constraint language – it is possible to write a query expression of a body of an operation as well as define
constraint to some attribute’s value or existence of some object.

2. Mathematical foundation – it is based on mathematical set theory and predicate logic and it has a formal mathematical
semantics.

3. Strongly typed language – model elements used in the OCL expressions must conform with types, therefore the OCL
expressions can be checked during modeling.

4. Declarative language – modeler can make decisions at a high level of abstraction without going into details how something
should be calculated.

5. Object-Oriented analysis and design method.

The main purpose of the OCL could be formulated as follows according to [4]:

Ø Specify invariants on classes, types or stereotypes in class model.

Ø Specify pre and post conditions of operations.

Ø Describe guards on transitions in state diagrams.

Ø Specify target for messages and actions.
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Ø Specify derivation rules for any expression over a UML model.

Many researches have been taken in the area of automatic translation of natural language (NL) specifications to formal
specifications such as UML (Unified Modelling Language) models [6] and SQL (Structured Query Language) queries [7].

However, the available tools do not fully provide accuracy in real time software development. The key reason of less accuracy
is the inherent ambiguity of the natural languages. Mich [8] showed that 71.8% of a sample of NL software specification is
ambiguous. Hence, the ambiguous software specifications lead to inconsistent formal specifications of software constraints. In
this paper we only discuss the scope ambiguity “A sentence may have more than one sense or context” of the business
constraints having logical operators such as Conjunction AND and Disjunction OR. To resolve scope ambiguity, semantic
analysis for shallow and deep semantic parsing of English constraints should be conducted. Semantic Analysis relies on the
output of syntactic analysis (such as typed dependency [9]) performed by the Stanford parser [10].

Section 2 describes the Problem of scoping logical operators in business constraints specifically conjunction and disjunction.
In Section 3 we proposed a framework of new technique for handling the scope ambiguity of logical operators used in NL
constraints. Section 4 describes the ambiguity resolution by using Markov logic and methodology of new proposed technique.
Conclusion and future work is discussed in the section 5.

2. Description of The Problem

In this section, we discuss the various types of scope ambiguities we came across in translation of English constraints to OCL
constraints. Some sentences are ambiguous because we don’t know which logical operator determines the meaning of the
sentence. Consider the following sentence: “Ahamd will eat and drink only if his doctor approves”. The sentence has two
logical operators:” and” and “only if”. The trouble is that neither is clearly dominant. Is Ahmad going to eat regardless, but drink
only if his doctor approves, or does he need his doctor’s approval for both activities? In this paper we emphasizes to resolve the
scope ambiguity of Conjunction ‘AND’ and Disjunction ‘OR’.

When the two clauses (say P, Q) of a sentence are connected by a coordinating conjunction then in addition the truth
functionality the AND operator also suggests the following different scopes:

Ø Chronologically sequential to another: “Ahmad has a balance and withdraws the Cash.” gives the meaning P and then Q , If
P then Q.

Ø The result of another: “Ali opened the door and went out.” gives the meaning P and therefore Q, P implies Q.

Ø Contrast to another: “Ali is hard working and Ahmad is conceptual.” gives the meaning P and however Q, P but Q.

Ø Element of surprise: “Ahmad plays hockey and his favorite sport is cricket.” gives the meaning P yet Q.

Ø Dependent upon another, conditionally: “Ali runs fast and reaches the bus stop.” gives the meaning P and thus Q.

In addition to truth functionality the OR operator also suggests the following possible meanings:

Ø Excluding one or the other: “Are you male or female?” gives the meaning Either P or Q.

Ø Inclusive combination of alternatives: “Ali will eat or drink.” gives the meaning P or Q or Both.

After addressing the identified ambiguity issues related to the scope of conjunction ‘AND’ and disjunction ‘OR’ sentences, we
have presented the framework for handling the scope ambiguity in the next section.

3. Proposed Framework for Handling Scope of Logical Operators

The proposed framework is obtained by considering the use of scope knowledge of logical operators and Markov logic in
resolving ambiguity in NL Constraints. The proposed technique applies Scope and subject knowledge as a context and uses
Markov logic and possibility distribution to decide the most possible meaning of the logical operators in NL Constraints. The
technique is integrated into natural language processing.
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The steps in the framework of proposed technique are as follow:

3.1NL Constraint of Logical Operators
All possible business constraints having logical operators are stored in the NL Constraints database.

3.2 Sentence and Subject
A sentence is divided into the Clause 1(P) and Clause 2(Q) in which logical operator is defined. An ambiguous sentence is given
as an input. Subject is predefined by a user of the system. The subject which is given as an input along with the sentence is a
part of scope knowledge. Knowledge about the scope will be used in calculating the most possible semantic of ambiguous
logical constraints which are shown in Table 1 and Table 2 as in below:

Clause 1(P)

P

P

P

P

P

P

Clause 2(Q)

Q

Q

Q

Q

Q

Q

Logical operator

AND

AND

AND

AND

AND

AND

Semantics

P have truth functionality to Q

Q chronologically follows to P

Q is the result of P

Q is in contrast to P

Q is surprise given P

Q is dependent upon P

Table 1. The all Possible Meanings of AND Logical Operator

Clause 1 (P)

P

P

Clause 2 (Q)

Q

Q

Logical operator

OR

OR

Semantics

P or Q or Both, Inclusive OR

Either P or Q , Exclusive OR

3.3 Scope Knowledge Store
Scope knowledge store is a knowledge-base where it contains a set of NL constraints with their scope. The set of NL constraints
with its scope are extracted from the constraint database manually. For instance, NL constraints having OR logical operator may
have different possible meanings as shown in Table 3 whereas AND logical operator may have two possible meanings in NL
constraints as shown in Table 4. Scope knowledge is generated by combining the input subject and knowledge about scope
meanings.

Table 2. The all possible meanings of OR logical operator

Clause 1(P)

P

P

Clause 2(Q)

Q

Q

Logical operator

OR

OR

Semantic

P or Q or Both, Inclusive OR

Either P or Q, Exclusive OR

Scope

P OR Q

P XOR Q

Table 3. Scope Knowledge Database in the Knowledge Store

3.4 Markov Logic Semantic Database
A Markov Logic (ML) semantic database is introduced in this paper. It is produced by utilizing the input subject, scope
knowledge, the possibility distribution and Markov logic approach. The context of a sentence is determined by using the
subject and scope knowledge database. The ML semantic database is used in resolving ambiguous entities. Details of how ML
semantic database is utilized for resolving ambiguous entities will be explained in the next section.

3.5 NLP Techniques
The techniques of NLP that are involved in this work include syntactic processing and semantic processing. Syntactic processing
focuses to find out the grammatical structure of the sentence by a grammar and a parser. The output of syntactic processing is
a representation of the sentence that reveals the structural dependency relationships between the words. Various grammars that
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can be utilized, and which will, in turn, impact the selection of a parser. All NLP applications do not require a full parse of
sentences, therefore the remaining challenges in parsing of prepositional phrase attachment and conjunction scoping are
confusing to those applications for which phrasal and clausal dependencies are enough.

Semantic processing determines the possible meanings of a sentence by focusing on the interactions among word-level
meanings in the sentence. This level of processing can comprises the semantic disambiguation of words with multiple senses.
Semantic disambiguation permits only one sense of words to be selected and integrated in the semantic representation of the
sentence.

3.6 Unambiguous NL Constraints
Unambiguous sentences that have been identified its semantic based on the context of sentence. As a result of the previous
processes, one sentence has only one semantic.

4. Ambiguity Resolution by Markov Logic
In this section, we have presented Markov logic for resolving ambiguous logical operators in details.

4.1 Markov Networks
A Markov network is a model for the joint distribution of a set of variables

X = (X1 , X2 , . . . , Xn)∈ X [11]. It consists of an undirected graph G and a set of potential functions ϕk. The graph has a node for
each variable, and the model has a potential function for each clique in the graph. A potential function is a non-negative real-
valued function of the state of the corresponding clique. The joint distribution represented by a Markov network is given by

P (X = x) = Π
k
 ϕ

k 
 (X 

(k) 
)

1
z

where x{k} is the state of the kth clique (i.e., the state of the variables that appear in that clique). Z, known as the partition
function, is given by

Markov networks are often represented as log-linear models, with each clique potential replaced by an exponentiated weighted
sum of features of the state such as

Z =Σx∈X
Π

k
 ϕ

k 
 (X 

(k) 
)

P (X = x) =
1
z

exp (Σ j 
w

j
 f

j
 (x))

Clause 1(P)

P

P

P

P

P

P

Clause 2(Q)

Q

Q

Q

Q

Q

Q

Logical operator

AND

AND

AND

AND

AND

AND

Semantic

P have truth functionality to Q

Q chronologically follows to

P Q is the result of P

Q is in contrast to P

Q is surprise given P

Q is dependent upon P

Scope

P AND Q

P AND then Q

P AND therefore Q

P AND However Q

P yet Q

P AND thus Q

Table 4. Scope Knowledge Database in the Knowledge Store

A feature may be any real-valued function of the state. there is one feature corresponding to each possible state x{k} of each
clique, with its weight being log ϕ

k 
 (x 

(k)
)

Markov Logic
A first-order Knowledge base (KB) can be seen as a set of hard constraints on the set of possible worlds: if a world violates even
one formula, it has zero probability. The basic idea in Markov logic is to soften these constraints: when a world violates one
formula in the KB it is less probable, but not impossible. Each formula has an associated weight that reflects how strong a
constraint it is: the higher the weight, the greater the difference in log probability between a world that satisfies the formula and
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Now let us consider the scope of the logical operator ‘AND’. The scope context (C) to each of the semantics is represented in
Table 3 and 4 and is stored in the scope knowledge store. Let us take the ‘AND’ as a logical operator x, then the scope of x can
be formalized  as x = m

i
 m

i +1
,..., m

j 
where  is the first semantic, and m

j
 is the last semantic, and its membership function can be

derived as P (X = x) = (v
i
, v

i +1
,..., v

j
) where v is a plausibility value, and it is context-dependent. When x is applied in a different

context, it may take a different value. The value of v is assigned automatically and randomly by using maximum (max) operator
of a function set. Thus P = (v

i
, v

i +1
,..., v

j
) The most possible semantic can be attached to x. In this way, the scope ambiguity can

be resolved. ML semantics database is created by applying Markov logic to the technique.

exp ( ΣP (X = x) =
1
z

F

i = 1
w

i
 n

i
 (x))

where F is the number formulas in the MLN and n
i
 (x) is the number of true groundings of F

i
 in x. As formula weights increase,

an MLN increasingly resembles a purely logical KB, becoming equivalent to one in the limit of all infinite weights. Now, let us
denote X as a set of logical operators, F denotes a function set of X with subject to the context (C). Variable x is a logical operator
may be restricted by the function set F. The possibility distribution for x to take value under the restriction of F is

exp ( ΣP (X = x) =
1
z

F

i = 1
w

i
 n

i
 (x))

one that does not, other things being equal.

[12] A Markov logic network (MLN) L is a set of pairs (F
i
 , w

i
 ), where F

i
 is a formula in first-order logic and w

i
  is a real number

together with a finite set of constants C = {c1, c2, . . . , c|C|}, it defines a Markov network MLC.

There is an edge between two nodes of MLC if and only if the corresponding ground predicates appear together in at least one
grounding of one formula in L. An MLN can be viewed as a template for constructing Markov networks. The probability
distribution over possible worlds x specified by the ground Markov network MLC is given by

Figure 1. The framework of the proposed technique
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Figure 2. Methodology of the Proposed Technique

The ML semantic database consists of three fields; logical operator (x), semantic (sem) and semantic value (v). The table can be
formalized as

where sem
i 
 denotes the scope or semantic of the logical operator x and v is a possibility value attach to it. The value v is in a

range of [0, 1] based on the subject context. The values are generated and stored in Table 5 by using human common sense.
However, the process of assigning value to a logical operator x is conducted as follow:
Subject: Implication Scope in which conjunction AND gives the meaning of Implication

Table 5 illustrates how values are assigned to semantics randomly. The result of value assignment will be a ML semantic
database as presented in Table 5. Let us take Implication as a subject example. In the subject of Implication, a grade value of a
logical operator ‘AND’ to have a semantic of “P implies Q” is 0.8 and “Q is dependent upon P” is 0.3. If the given subject is “P
yet Q”, its grade value might be 0.8. To resolve an ambiguous logical operator ‘AND’, the most possible value P is calculated
using the max operator of Markov logic. Using the example given in Table 5, the P is calculated as:

P = ((0.5,0.7,0.8,0.4,0.2,0.3))

The maximum value of all the plausible value in Table 5 is 0.8, which is taken the possible value for the logical operator AND in
the context of P implies Q. The semantic that attach the plausible value 0.8 is “P implies Q”, therefore, its semantic is taken as
the unique semantic of ‘AND’. When the most possible semantic is identified, the semantic attachment is conducted. Once
semantic attachment process is completed, semantics for ambiguous logical operators have been resolved. At this stage, all
recognized

T + {(sem
i
 , v

i 
), (sem

i + 1
 , v

i + 1
)..... (sem

j
, v

j
))}
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logical operators such as ‘AND’ are not ambiguous anymore.

Table 5 illustrates how values are assigned to semantics randomly. The result of value assignment will be a ML semantic
database as presented in Table 5. Let us take Implication as a subject example. In the subject of Implication, a grade value of a
logical operator ‘AND’ to have a semantic of “P implies Q” is 0.8 and “Q is dependent upon P” is 0.3. If the given subject is “P
yet Q”, its grade value might be 0.8. To resolve an ambiguous logical operator ‘AND’, the most possible value P is calculated
using the max operator of Markov logic. Using the example given in Table 5, the P is calculated as:

P = ((0.5,0.7,0.8,0.4,0.2,0.3))

The maximum value of all the plausible value in Table 5 is 0.8, which is taken the possible value for the logical operator ‘AND’ in
the context of P implies Q. The semantic that attach the plausible value 0.8 is “P implies Q”, therefore, its semantic is taken as the
unique semantic of ‘AND’. When the most possible semantic is identified, the semantic attachment is conducted. Once semantic
attachment process is completed, semantics for ambiguous logical operators have been resolved. At this stage, all recognized
logical operators such as ‘AND’ are not ambiguous anymore.

P AND Q (X) Semantic(S)Context(C) ML grade Value

X1 S_X1 C_X1 . 5

X2 S_X2 C_X2 . 7

X3 S_X3 C_X3 . 8

X4 S_X4 C_X4 . 4

X5 S_X5 C_X5 . 2

X6 S_X6 C_X6 . 3

Table 5. ML Semantic Database for “P implies Q” CONTEXT

5. Conclusion and Future Work

The main purpose of this paper was how to resolve the scope ambiguity for accurate translation of English constraints to OCL.
The results show that after resolving scope ambiguities by using the proposed technique there was significant improvement to
correct translation of natural language specifications.

To generalize the presented approach and further improve the accuracy of English to OCL translation we need to work on an
automated tool to resolve the scope ambiguity by using the proposed new technique in this paper.
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