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ABSTRACT: Sentiment analysis is a process to determine the view on targeted keyword from the internet which is unknown
for the users. Users are the customers who share their sentiments on Social Network sites and it make a valuable platform for
tracking and analyzing the public sentiments. Tracking and analyzing the sentiments need to extract the sentiments from the
internet and there is one site i.e. Twitter. It is a micro blogging site that allows people to share their opinions in 140
characters only. So, mining can easily be done. In this work, we use Twitter for extracting tweets using TF*IDF algorithm and
without using any special software we would apply the labeling technique for finding the polarity on tweets viz. positive,
negative or neutral.
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1. Introduction

Sentiment analysis is a process to determine the targeted keyword from the internet which is unknown for the users. With the
rapid growth of internet, extremely large amount of product reviews are rapidly upload on it [1].Among the myriad types of
information available, one useful type is the sentiments or opinions people express towards a subject.

A subject is either a topic of interest or a feature of the topic. For example, knowing the own reputation or their competitors’
products or brands are valuable for product development, marketing and consumer relationship management. Traditionally,
companies conduct consumer surveys for this purpose.

Well-designed surveys can provide quality estimations, they can be costly especially if a large volume of survey data is
gathered [2]. As well as customers can obtain these reviews and can decide to purchase for his/her desire product. So, to give
reviews on the products and get feedback on these products, social network sites are the best resource for tracking and
analysing public sentiment.

Such tracking and analyzing can provide critical information for decision making in various domains. So, it has attracted
attention in both academia and industry [1]. Among various sites there is one site i.e. Twitter, which facilitates to share the views
in just 140 characters and makes great market research tool for research.
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Many brands are scared to come on social media platforms like Twitter since they feel that they don’t have control over what’s
public comment. But, if brands take each and every user’s feedback seriously and work on them, they will know a lot about
themselves than any market research company could tell them. For instances, if a lot of people complaint about coffee shop “It’s
not good”, it means time to trained his staff to improve service quality. Negative feedback provides great market research
insights, and instigates companies to improve service and efficiency [3].

The public sentiment analysis method has spread and making applications and developments came into existence in this area
and now its main target is to make computer able to identify and create emotions like human being [1].For doing this, we are
applying the TF*IDF method which extracts10,000latest  tweets only which is limited by our source code can be increased as per
our need and then pre-process it by translating all slangs words (e.g., lol, omg).

Removing URLs because a lot of users share URLs in their tweets which complicates the sentiment analysis process, removing
all stop words(e.g., of, the, because, above) and finally find the polarity from extracted and pre-processed tweets by applying the
extensive method.

The extensive method which would apply because we do not need any additional software for putting the polarity but other
research scholars need of it and our research work is to there.

2. Related Work

There are various papers published in the field of Sentiment Analysis and we included some of them to give idea in this field.
Sentiment analysis on Twitter is the upcoming trend with researchers recognizing the scientific trials and its potential applications.
The challenges unique to this problem area are largely attributed to the dominantly informal tone of the micro blogging [4].
Rationale the use of micro blogging and more particularly Twitter as a corpus for sentiment analysis. They cited [5]:

• Micro blogging platforms are used by different people to express their opinion about different topics, thus it is a valuable
source of people’s opinions.
• Twitter contains an enormous number of text posts and it grows every day. The collected corpus can be arbitrarily large.
• Twitter’s audience varies from regular users to celebrities, company representatives, politicians, and even country presidents.
Therefore, it is possible to collect text posts of users from different social and interests groups.
• Twitter’s audience is represented by users from many countries.

They showed how to automatically collect a corpus for sentiment analysis and opinion mining purposes. They performed
linguistic analysis of the collected corpus and explain discovered phenomena. Using the corpus, they built a sentiment classifier
that is able to determine positive, negative and neutral sentiments for a document. The polarity of a word can be identified by
studying the occurrence frequency of the word in a large annotated corpus of texts. If the word occurs more frequently among
positive texts, then its polarity is positive. If it occurs more frequently among negative texts, then its polarity is negative. If it has
equal frequencies, then it is a neutral word [6]. The Semantic approach gives sentiment values directly and relies on different
principles for computing the similarity between words.

This principle gives similar sentiment values to semantically close words. WordNet for example provides different kinds of
semantic relationships between words used to calculate sentiment polarities. WordNet could be used for obtaining a list of
sentiment words by iteratively expanding the initial set with synonyms and antonyms and then determining the sentiment
polarity for an unknown word by the relative count of positive and negative synonyms of this word [7].

The Semantic Approach is used in many applications to build a lexicon model for the description of verbs, nouns and adjectives
to be used in SA(Sentiment Analysis) as the work presented by Maks and Vossen. Their model described the detailed subjectivity
relations among the actors in a sentence expressing separate attitudes for each actor. These subjectivity relations are labelled
with information concerning both the identity of the attitude holder and the orientation (positive vs. negative) of the attitude.
Their model included a categorization into semantic categories relevant to SA. It provided means for the identification of the
attitude holder, the polarity of the attitude and also the description of the emotions and sentiments of the different actors
involved in the text. They used Dutch WordNet in their work. Their results showed that the speaker’s subjectivity and sometimes
the actor’s subjectivity can be reliably identified [8].
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Haddia, Liua and Yong explored the role of text pre-processing in sentiment analysis, and report on experimental results that
demonstrate that with appropriate feature selection and representation, sentiment analysis accuracies using support vector
machines (SVM) in this area may be significantly improved [9].

3. Sentiments/Opinion Extraction and Label Assignment

The goal of opinion extraction is to detect where in documents opinions are embedded. Opinions are hidden in words, sentences
and documents. An opinion sentence is the smallest complete semantic unit from which opinions can be extracted. The sentiment
words, the opinion holders, and the contextual information should be considered as clues when extracting opinion sentences
and determining their tendencies [10].

For carrying out the Sentiment/Opinion Analysis and finding the variations on sentiments on the context of given targeted
keyword, we need to go through following phases as depicting in below Figure 1.

1. Extraction and Pre-processing the Tweets.
2. Sentiment Label Assignment.
3. Sentiment Variation Tracking.

Figure 1. Method for the prediction of Sentiment Analysis and Variation Tracking

3.1 Extraction and Pre-Processing the Tweets
There are the following algorithms for keyword extraction as follows:
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There are many possible TF and IDF functions. Practically, nearly any function could be used for the TF and IDF. Regularly-
used functions include[11]:

TF − IDF(t, d, n, N) = TF (t, d) × IDF (n, N)                             (1)

TF (t, d) = 1 if t  d
0 else      (2)

TF (t, d) = ∑ 1 if word = t
0 else
word  d      (3)

Thus, a possible resulting TF-IDF function could be:

∑ 1 if word = t

TF * IDF (t, d, n, N) = 0    else × log N − n/n

word  d
When the TF * IDF function is run against all terms in all documents in the document corpus, the words can be ranked by their
scores. A higher TF * IDF score indicates that a word is both important to the document, as well as relatively uncommon across
the document corpus. This is often interpreted to mean that the word is significant to the document, and could be used to
accurately summarize the document.TF * IDF provides a good heuristic for determining likely candidate keywords, and it (as
well as various modifications of it) has been shown to be effective after several decades of research. Several different methods
of keyword extraction have been developed since TF * IDF was first published in 1972, and many of these newer methods still
rely on some of the same theoretic backing as TF*IDF. Due to its effectiveness and simplicity, it remains in common use today.

S. Robertson concluded that TF * IDF is one of the best-known and most commonly used keyword extraction algorithms
currently in use when a document corpus is available[13]. Several newer methods adapt TF * IDF for use as part of their process,
and many others rely on the same fundamental concept as TF * IDF. Nearly all keyword extraction algorithms which make use
of a document corpus depend on a weighted function which balances some measure of term or phrase appearance within a
document (frequency, location within document, co-occurrence with other words) with some similar measure from the corpus
[14].

So, to extract tweets related to the target, Tan et al and we gone through the whole dataset and extract all the tweets which
contain the targeted keywords. Compared with regular text documents, tweets are generally less formal and often written in an
ad hoc manner. Sentiment analysis tools applied on raw tweets often achieve very poor performance in most cases. Therefore,
pre-processing techniques on tweets are necessary for obtaining satisfactory results on sentiment analysis[15]

Additionally, the term frequency may be normalized to some range. This is then combined with the IDF function. Examples of
possible IDF functions include:

IDF (n, N) = log (N/n)                                            (4)

IDF (n, N) = log (N − n/n)                                      (5)

1. Word Frequency Analysis also known as TF*IDF (Term Frequency * Inverse Document Frequency).

2. Word Co-Occurrence Relationships

3. Frequency-Based Single Document Keyword Extraction

4. Content-Sensitive Single Document Keyword Extraction

5. Keyword Extraction Using Lexical Chains

6. Key phrase Extraction Using Bayes Classifier

Consider term t and document d 2 D, where t appears in n of N documents in D. The TF*IDF function is of the form:
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(1) Slang words translation: Tweets often contain a lot of slang words (e.g., lol, omg). These words are usually important for
sentiment analysis, but may not be included in sentiment lexicons. Since the sentiment analysis tool they gone to use based on
sentiment lexicon, they converted these slang words into their standard forms using the Internet Slang Word Dictionary and
then added them to the tweets[16]

(2) Non-English tweets filtering: Since the sentiment analysis tools to be used only work for English texts, they removed all non-
English tweets in advance. A tweet considered as non-English if more than 20 per cent of its words(after slang words translation)
do not appear in the GNUA spell English Dictionary[15].

(3) URL removal: A lot of users include URLs in their tweets. These URLs complicate the sentiment analysis process. They
decided to remove them from tweets[15].

For analysing the sentiments, we are applying the TF*IDF method which extracts 10,000 latest tweets only which is limited by
the source code and can be increased anytime as per our need in the analysis.

So, enter any keyword let say on our Prime Minister Sri Narendra Modi for Chief Minister Election in Delhi Election, entering the
keyword “Modi”. After entering the targeted keyword, we get following tweets.

Figure 2. Extracting the tweets from the Twitter
Click on Pre-processing button to remove all stop words, slang words and URLs, for obtaining satisfactory results on the
sentiment analysis process and it can concentrate on the targeted keyword only.

Figure 3. Removing all stop, slang and URL words from tweets
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Above has done through following lines of code as:

Figure 4. Code for removing the all stop, slang words and URLs from tweets
3.2 Sentiment Label Assignment
Sentiment is a view or opinion of someone on targeted keyword. The area of Sentiment Analysis intends to comprehend these
opinions and distribute them into the categories viz. positive, negative, neutral reviews likewise. This task is called Sentiment
Label Assignment.  Actually, behind the graphical user interface, the below formula calculates the value and the code check the
result value in the Positive.txt, Negative.txt along with the SentiWordNet_3.0.0.txt file for assigning sentiments’ label. The
formula given by [17].

                                                                     Objective Score = 1 - (Positive Score + Negative Score)

So, after getting Pre-processed tweets on Mr. Modi then click on Sentiment Label Assignment to observe the type of polarity as:

Figure 5. Labelling the Sentiments

Twitter Dataset

Our proposed model applied on a Twitter dataset to label on extracted tweets. The dataset is obtained from the Twitter website
online which extracts latest 10,000 tweets and applying the labelling technique on it as:

                                                            Objective Score = 1 - (Positive Score + Negative Score)
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Above step has done through following lines of code as:

Figure 6. Code for Labelling the Sentiment

Each term in SentiWordNet is associated with numerical scores for positive and negative sentiment information. This database
is built upon a subset of words whose priori polarity is known, such as the words “good” and “bad”. It is extended by an
iterative process using relationships between words extracted from WordNet database. Each word can be associated with three
different scores, positive, negative and objective. SentiWordNet provides positive and negative scores directly. Objective score
calculated using above equation[17].

Experiments and Results

We are using the TF*IDF (Term Frequency-Inverse Document Frequency) method because it is the best method for extracting
the tweets from the Twitter and we are extracting 10,000 latest tweets only and can be increased the limit from the source code.
Then we applied the pre-processing technique where it removes all slang words, stop words, URLs, etc. as already discussed in
the above section.

To assign labels on each tweet, many research scholars use additional software but we are labelling autonomously using the
code which calls some files viz. Positive.txt, Negative.txt and SentiWordNet_3.0.0.txt along with above discussed formula.
These files creates the CSV(Comma Separated Value) files and scores on each words The code finds the words from these files
and labels on the tweets as we showed output in Figure 5.

4. Conclusion

It is a process to determine the targeted keyword from the internet which is unknown for the users. Users are the customers who
share their sentiments on Social Network sites and it make a valuable platform for tracking and analyzing the public sentiments
and that’s why we used Twitter for our research work. In this paper, we showed that for labeling the sentiments on extracted
tweets, we have not used any additional software but many research scholars used additional software for it. The above
discussed  two steps i.e. Tweets extraction and Sentiment label assignment are important for further steps in research work like
for reviewing the sentiments on targeted keyword, for finding the reason behind sentiment variations, for improving the next
coming product in the market, etc.
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