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ABSTRACT: Yorùbá standard orthography involves heavy use of diacritics for tone marking and representation of characters
that are beyond ANSI scope. The diacritics are not always applied in many Yorùbá documents because specialized and
language-dependent input devices for the language are very rarely available. Hence, this study aims at explicating the
statistical implication of the inconsistency in the use of diacritics in electronic Yoruba documents on the distribution of word
in the two versions of its texts. This was achieved by modeling the texts of Yoruba language based on Zipf’s and Heap’s law on
the n-grams (for n=1, 2 and 3) with corporal of 1,089,318 words that are diacritically marked and its version that are
unmarked diacritically. It was observed that the Zipf’s graphs of the two corporal exhibited no significant difference. On the
other hand, the Heap’s graphs of the diacritized and undiacritized texts deviated significantly from the base. This shows that
the use of the diacritics significantly affect single word distribution of the language but the effect reduced in the distribution
of co-occurrences of two or more words.
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1. Introduction

Diacritics include sub-dots and tone marks which are appended to base or American Standard Institute (ANSI) characters.
Diacritics are appended on base characters to represent some speech sounds that are beyond the scope of ANSI conventional
codes for writing which is based on Latin encoding system. Hence, diacritics extend the functionality of these base characters,
therefore new characters are formed by appending diacritic mark(s) on a base character. For instance, when a sub-dot is
appended to „s  character, a new character c is formed. In some languages like Yorùbá, tonality is represented with the tone
marks; high tone (\) and low tone (/) which are applied on its vowels and nasal consonant. Yorùbá also cater for speech sounds
that are not represented in the 26 alphabets of Latin encoding from which it inherited its writing style. These characters are 

Like Yorùbá, some African and European languages such as Hausa, Igbo, French, German, Italian and Finnish use diacritics on
some base characters. While diacritics carry morphological information in some of these languages, in others, diacritics do not.
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In Yorùbá, German and Finnish for instance, the use of diacritics provide morphological and lexical information.
 for instance, are different Yorùbá words derived by appending diacritical marks on “ojo”, each

has a distinct meaning which differs from others derived from the same base characters. Italian and French languages also use
diacritics, but the use of diacritics bear insignificant morphological or lexical information.

When texts of languages that heavily use diacritics are normalized; that is the diacritics are removed or they are not appended
on necessary words, information is lost or distorted in such texts. The statistical properties of the texts may also be affected. The
four variants of “ojo” which appear and are distributed accordingly as four words in properly diacritically marked Yoruba text
only appear as a word –“ojo” if the texts are otherwise unmarked with diacritics. It could therefore be hypothesized that the
statistical properties of the two versions of the ‘orthographies’ of a language could be different.

Statistical properties of written texts have been observed to follow some universal regularities. These regularities are studied in
Statistical language modeling (SLM) by attempting to understand human languages through the observations of the regularities.
SLM is an attempt to capture and compute a probability distribution of word or character sequences in natural languages, such
that sequences which are well-formed are given a higher likelihood than those which are not [1], [2]. SLM studies have informed
research work in development of language technologies. Statistical properties of written texts such as the distribution of word
frequencies and increase of the vocabularies or distinct words are some of the various universal regularities observed in SLM
have been modeled by Heaps  law. Heaps  law is a power law which explains that the number of distinct words or vocabulary of
a given language will increase slowly with the increase in its document size. Accordingly, for a language with a number of
collections of written texts or spoken speech and V(n) estimated number of unique or distinct words in a collection n, while T is
the number of tokens in the collection, the relation V(n) = KT α holds where 0 < α < 1. Heaps  Law predicts the vocabulary size
of the texts of a given language from the size of a text [3].

Another law that have modeled human languages which have co-existed with Heaps  law in studies is the Zipf s law. It explains
that in a sample of written texts or soken speech of a given language, the few very high frequency words account for bigger
proportion of the text size or spoken speech in a language. There is an approximate mathematical relation between the frequency
of occurrence of each distinct word denoted as f and its rank in .The mathematical relationship between the frequency of
occurrence of a given distinct word or vocabulary denoted as f and its rank r, it was given as

f = 1/r α

Empirically, when the list of all the words used in the text are ordered by decreasing frequency, the relationship between each
distinct word and its rank as given in equation 1 is an inverse power law with an exponent that is close to 1[4], [5]

Many human languages, mostly of the indo-European origins have been found to conform to the Zipf s and Heaps  law [6], [7],
[8], [9], [10], [11]. These laws are co-efficients of these laws depend on language[10]. Apart from this, [12], [13] found that
randomly generated texts and index terms obeyed these laws. On the other hand, it has been found that it does not hold for raw
Asian languages like Chinese, Korean and Japanese [14], but holds for word segmented corpus of Chinese [15]. Zipf s and
Heaps  laws are both power laws which have been found to be theoretically and empirically related [16], [17], [18], [19], [20].

2. Yoruba Language and Its Orthography

Yorùbá language is spoken by over 30 million people in different parts of the world. Its native name is “ede Yorùbá”. The native
speakers of Yorùbá language occupy the southwestern part of Nigeria, a part of southern Benin Republic and southern Togo.
There are traces of the use of the language in Santeria religion as language of worship where is called “Lucumi” or “Nago” in
Argentina, Cuba, Puerto Rico and the Dominican Republic. There are also reported traces of the use of the language by some
natives in Sierra Leone where it is called “oku”. [21], [22].

Standard Yorùbá orthography demands a heavy use of diacritically marked characters (sub-dots and tone marks). Diacritics are
used for marking tonality and to cater for the need to represent speech sounds that are beyond the range of the basic America
National Standard Institute (ANSI) characters or standard Latin encoding system. It should be noted that the conventional
computer keyboards is based on ANSI convention. These characters;  which
are used in Yorùbá orthography and are beyond ANSI scope therefore do not appear on the conventional keyboards.
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However, due to dearth of specialized and Yorùbá language-dependent device input device that could adequately and
speciallycater for these diacritically marked characters, these diacritically marked characters are mostly represented electronically
with the available equivalent ANSI character which are the equivalent ANSI diacritically unmarked characters. The base characters
of the diacritically marked characters are also their unmarked equivalents. For instance, characters  are all
represented by their unmarked equivalent; “e”. These practices are either partial where the diacritics are correctly applied on
choice words or total.

In a previous study[10], it was proved that SLM like Heaps laws are language dependent. In essence, this study proposes a
hypothesis that Heaps  behavior of a language is orthographically dependent. There are two versions of the orthography of
Yoruba language: the standard and the sub-standard. The standard orthography of Yoruba requires heavy use of diacritics for
tone marking and representation of characters that are beyond the ANSI characters. While the sub-standard version of the
orthography does not append the diacritics (in other words, characters with diacritics are normalized). Most computer encoded
Yoruba texts fall to the sub-standard orthography category.

3. Methodology

The word list of n-grams (unigram, bigram and trigram) was obtained for the two corpora and ranked in decreasing order of
frequency of occurrence. For Zipf s graph, logarithmic values of frequency (Fr) were plotted against logarithmic value of rank
(r). For Heaps  graph, V(n) was estimated as the number of distinct or unique words in each collection, while T is the number of
tokens in the collection. For Heaps  graph, values of V(n) was plotted against the values of T.

Text corpus that is representative, orthographically accurate and large enough is very essential in linguistics and language
processing studies. Yorùbá language lacks corpus for linguistic experiments. The first step taken was gathering data set that
could be acceptable in quantity and quality for the study. Texts were collected online and offline. The sources of data collected
is displayed on Table 1.12% of the texts used for this study were news articles collected online.

This is consistent with TREC s methodology of using news articles for corpus development. A corpus of 1,089,318 was used for
the study.

To obtain diacritically marked version of texts that were originally not appended with diacritics, they were automatically
diacritized. The diacritics were also removed from the originally diacritically marked texts to obtain its diacritically unmarked
version. In this paper, the diacritically marked and unmarked texts are referred to as the diacritized and undiacritized texts
respectively.

Originally undiacritized        Alaroye (Yorùbá weekly newspaper published              782   676,634
online)

Originally diacritized         Yorùbá Published novels (collected offline)                4   165,553

Originally undiacritized         Academic Projects written in Yorùbá language             10                           203,416
                                                                       (collected online)

Originally undiacritized          Yorùbá Online (Yorùbá online news collected                 49     43,715

Total

No of Articles Corpus SizeSource

1,089,318

4. Results and Discussion

Table 2 shows rank- distribution of the ten most frequent words in the diacritized and undiacritized Yoruba texts. The table
explains the word-frequency of Yoruba texts as they are affected by the use or non-use of diacritics.
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Rank Index Term Frequency Index Term Frequency
1 tí 35818 ti 45063

2 ni 34794 ni 42659

3 27353 won 33258

4 24913 o 25043

5 D 21904 awon 24953

6 ó 21028 si 23903

7 pé 20349 n 22439

8 tó 19748 pe 21310

9 kò 19167 ko 21222

10 náà 16736 to 19947

Undiacritized TextsDiacritized Texts

Table 2. Word frequency of the diacritized and undiacritized
Yorùbá most frequent unigrams

Zipf’s Law
The Zipf’s graphs of unigram, bigrams and trigrams of diacritized and undiacritized Yoruba texts are presented on Figures 1a, 1b
and 1c respectively. The three graphs show that the diacrititized and undiacritized texts converged on most regions of the Zipf
‘s graphs. This shows that the diacritized and undiacrized Yoruba texts on Zipf’s graph are not significantly different. This is
further proved with the R2 value of the straight line graph drawn on the Zipf’s curve. The R2 value for unigram of the diacritized
and undiacritized are 0.98 and 0.97 respectively. For the bigrams, R2  for diacritized and undiacritized are 0.95 and 0.94 respectively,
while for the trigram, R2  for diacritized and undiacritized are 0.84 and 0.85 respectively.

Figure 1a. Zipf’s Graph for Unigram

Figure 1b. Zipf’s Graph for Bigram
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Heaps’ Law

The Heaps  graphs for unigrams, bigrams and trigrams of the diacritized and undiacritized texts are presented in Figures 2a, 2b
and 2c. The Heaps  curves of the diacritized and undiacritized texts presented on the three graphs drifted apart from the origin.
However, the differences exhibited by the Heaps  curves of diacrtized and undiacritized texts reduce as the n-grams increases
while the graph becomes more linear. The Heaps  exponent also increased as the n-grams increased with the undiacritized texts
having higher exponential values. The Heaps  exponents are expected to be close to 1, the trigrams have the highest exponents
with 0.88 for the diacritized and undiacritized texts while the unigrams had the lowest exponents with 0.72 and 0.77 for the
diacritized and undiacritized texts respectively. This shows that the trigrams exhibited the Heaps  properties more than the
bigrams and unigrams. This study shows that diacritics signifcantly affect word distribution in the Yoruba texts. This difference
reduces as the co-occurred words (n-grams) under consideration increases.

5. Conclusion and Recommendation

Zipf’s and Heaps  law are popular laws which are used in Natural Language Processing for modeling languages. It explains the
characteristics of a language in relations to the increase in its vocabulary as the size of its texts increases. They present hidden
natural regularities in statistical models. Heaps  exponent for a language is a unique value which is language dependent and a
distinguishing factor between languages. Hence, the behavior or the model of a language based the heaps  law should portray
the uniqueness of the language. In this case, the behavior of the language using the versions of Yoruba texts is a statistical
account which suggest that the diacritics is a special feature which can affect the model or behavior of the language for language
modeling. Though Zipf s model presented in this study present dissenting view as it does not explicate differences in the

Figure 1b. Zipf’s Graph for Trigram

Figure 2a. Heaps’ Graph for Unigrams
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Figure 2b. Heaps’ Graph for Bigrams

Figure 2c. Heaps’ Graph for Trigrams

diacritized and undiacritized texts. As a suggested future research work, the explanations for the difference behaviours exhibited
by the diacritized and undiacritized texts could be explored.

It further suggests that Yoruba language corporal for NLP studies are necessarily consistent in diacritics  usage for accurate
model of the language. A body of Yoruba texts that is partly diacritized will provide invalid (statistical) model and miscued
behavior of the language and ultimately wrought wrong results for any NLP study. Furthermore, results of NLP studies on
undiacritized version of the language texts cannot be extended to its diacritized version. For instance, [23] created stopword list
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for both diacritized and undiacritized versions of the same corpus.

This research work proves that the Heap s law is dependent on the consistency of the use of orthography of a language.
However, the dependency reduces as the number of n-grams increases while this effect was not exhibited on Zipfian s graph.
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