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ABSTRACT: Syntactic ambiguity isa common problemin Arabic language. We are exploring the possibility of using corpus-
based word collocation data to predict different interpretations of a potentially ambiguous sentence in Arabic. As a case
study, we address the problem of disambiguating coordination structures in Arabic to determine how the external modifier
(adjective) applies to the coordinated words (nouns) like ;s sl 3S s Lkal (black cats and dogs). In this paper, we report
on an empirical study in which participants were presented with a sequence of trials, each of which consists of potentially
ambiguous sentence followed by a comprehension question that relates to the preceding sentence. The study reveals that
lexical co-occurrence information, derived using Kilgarriff's Sketch Engine operated on a ca. 1.7 millions words Arabic Web
Corpus, can be used to predict the most likely interpretation of a potentially ambiguous sentence.
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1. Introduction

Ambiguity isacharacteristic of atext, whereby thetext can beinterpreted in morethan one different ways. In natural languages
(likeArabic or English), ambiguity can arise a different levels. One of the most common type of ambiguity isstructural ambiguity
(also known as syntactic ambiguity), whereby a sequence of words can be grammatically structured in more than oneway hence
resulting in more than oneinterpretation. A typical form of structural ambiguity is coordination ambiguity, in which an external

modifier occurs in coordinated structures like ;,\{,,.J\ t,—\m‘j L) (black cats and dogs, in English). The phrase
¢1a sl OIS ¢ Lalaill isambiguous, because areader might beinclined to interpret this as pertaining to both cats and dogs which
areblack, or only the dogswhich are black. Presumably, in this case, majority readers may opt for theformer interpretation (i.e.
both cats and dogs are black). Now, consider another example aill ¢Luill 5 Jla )l (bearded men and women). Inthisexample,
the first interpretation (both men and women are bearded) seemsvery unlikely.

!t isimportant to mention here that unlike English, in Arabic adjectives succeed the modified noun(s).
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Psycholinguistic evidence suggests that in many cases such ambiguities cause confusion (Tanenhaus & Trueswell, 1995),
however, sometime, even though theoretically ambiguity can be present in the phrase, most people may interpret the phrasein
the same way. Therefore, the problem is how a computer system can determine the likelihood of different interpretations of a
given phrase and then decide which interpretation is most likely.

As compared to other forms of structural ambiguity such as prepositional-phrase (PP) attachment ambiguity, coordination
ambiguity has received very little attention in Arabic literature. In this paper, we address the problem of disambiguating
coordination structuresin Arabic to determine how the external modifier appliesto the coordinated words or phrases. Arguably,
words and phrases of all types can be coordinated. However, to study specific data, we focussed on potentially ambiguous
Noun Phrases (NPs) of theform! Nounl1 and Noun2 Adjective. We call NPs of thisform scopally ambiguous, because the scope
of Adjective is ambiguous between wide-scope (Adjective appliesto both nouns) and narrow-scope (Adjective appliesonly to
Noun2). We estimate which interpretation of a potentially ambiguous NPis most likely for human readers by using statistical
information about lexical co-occurrence. The lexical co-occurrence information is derived using Kilgarriff’s Sketch Engine
(Kilgarriff, Rychly, Smrz, & Tugwell, 2004) operated on ca. 170-million tokensArabic Web Corpus.

2. Background and Related Work

2.1ArabicNLP

Arabic natural language processing (ANL P) has gained increasing importance (Daimi, 2001; Othman, Shaalan, & Rafea, 2003;
Nwesri, Tahaghoghi, & Scholer, 2005; Shaalan, Rafea, Baraka, & Monem, 2008; Farghaly & Shaalan, 2009; Green & Manning,
2010; Shalaan, 2010; Khan & Siddiqui, 2015), and in recent years a reasonable number of systems have been developed for
various applications, including machinetrand ation, information retrieval/extraction, speech synthesis/recognition, text to speech,
and tutoring systems. Most ANL P systems devel oped focus on tool sto enable non-Arabic speakers make sense of Arabic texts.
For example, tools such as Arabic hamed entity recognition, machine translation and sentiment analysis are very useful to
intelligence and security agencies. Because the need for such tools was urgent, they were primarily developed using machine
learning approaches, which usually do not rely on deep linguistic knowledge. Mostly, the NLP tools have been devel oped for
English or other European languages, and because of the specific characteristics of Arabic language such NLP tools are not
easily adaptableto Arabic language (Farghaly & Shaalan, 2009). In (Shaalan, Rafea, Baraka, & Monem, 2008), the authorsused
agrammar-based approach to generate Arabic text, by using interlingua-based spoken dialogue. Their work provides apotential
inroad for futuristic researchin ANLP.

Research in Arabic language reveals that Arabic is a highly inflected language, which constructs its vocabulary through a
complicated derivational process using root words (Habash, Introduction to Arabic Natural Language Processing, 2010). These
morphological characteristics and various writing styles pose significant challenges in Arabic language analysis tasks (Al-
Fares & Roeck, 2000; Rozovskaya, Sproat, & Benmamoun, 2006; Habash, 2006), including ambiguity resolution. For example,
the absence of the diacritics could lead to an ambiguous expression, making it extremely difficult to distinguish different words,
eveninalarger context. Thelack of diacriticsin most Arabic documentsavail able on theWeb is considered asamajor challenge
to many Arabic NLPtasks.

2.2 Sructural Ambiguity inArabic

The problem of ambiguity in Arabic language has not received serious attention by researchers, mainly due to the special
characteristics of Arabic including its high syntactic flexibility (Farghaly & Shaalan, 2009). In literature on ANLP, very few
systems have been reported which take ambiguity into account. In a study (Daimi, 2001), the author developed a parser to
analyse single-parse Arabic sentences. The parser analyses each sentence and verifies the conditions that govern the existence
of certain types of syntactic ambiguities in the sentence. Another interesting piece of work is a chart parser for analyzing
Modern Standard Arabic (MSA) sentences (Othman, Shaalan, & Rafea, 2003), which exploits rule-based approach in ANLP
(Shalaan, 2010) to satisfy syntactic constraints reducing parsing ambiguity. Grammar rules were devel oped in which adefinite
noun object should meet some constraints in order to apply the rules: 1) semantic constraint, the object should be neither a
demonstrative noun nor a connected pronoun, and 2) syntactic constraint, the object should be neither a nominative nor
genitive case.ln yet another study (Green & Manning, 2010), the authors devel oped a parser informed by amanually annotated
grammar for Arabic language. The parser was also evaluated and the results were significantly better than the baseline.

2.3The Sketch Engine
The Sketch Engine (Kilgarriff, Rychly, Smrz, & Tugwell, 2004) isacorpus query system which can beinterfaced with various
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Figure 1. Word sketchesfor the adjective (big) PEEN
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corpora, including different languagesfor example English and Arabic. One of the key features of the Sketch Engineisitsability
to generate summaries of words' grammeatical and collocation behaviour. These summaries are called as word sketches. It is
instructive to discuss at the outset how word sketches work. The word sketches give information about the frequency with
whichwordsarelinked by agiven grammatical relation. Rather than looking at an arbitrary window of text around agiven word,
the correct collocations are found by use of grammatical patterns. Suppose we want to generate the word sketchesfor the Arabic
word < (big, in English) (node word). Upon receiving thisword, the sketch engine provides one list of collocates for each
grammatical relatior xS participatesin, along with asalience score, whichiscalculated from the overall frequencies of the node
word and the argument word, in the Arabic Web Corpus. The Arabic Web Corpus is part-of-speech tagged corpus, which
comprisesca. 170-million tokens (0.4 million words) from modern standard Arabic language. A truncated exampleisshownin
Figure 1. Thisexample showsthat, for example _:S modifies sac (number) more often (score: 7.67) than Usa (mistake) (score:
2.90); thewords of interest are encircled.

3. TheEmpirical Sudy

In this study, participants were presented with a sequence of trials, each of which consists a target sentence followed by a
comprehension question that relates to the preceding sentence. The target sentences involved an NP with potential scope
ambiguity, whereas the comprehension question asks whether the adjective appliesto the first noun (i.e. the noun further away
from the adjective) or not. For example, for the target sentence (s sudl 8 sl Ja 30 g 31 sl <ol (I SAW the gloomy man and
woman in the market), the comprehension question was ¢ sull i il 51 ,al <ol , Ja (Did you see the gloomy woman in the
market?). A ‘yes answer in this case is considered as a wide-scope reading whereas a ‘no’ answer implies a harrow-scope
reading.

3.1Material and Design

We define, similar in spirit to Khan, Van Deemter, & Ritchie(2012), that an adjective exhibits high collocation with anoun if the
noun appearsin thetop 20% collocates of the adjective in the adjective-of relationship, produced by sketch engine, operated on
the Arabic Web Corpus; alow collocation if the adjective does not appear in the relationship at all. The choice of houns and
adjectivesto construct the NPs is motivated by the fact that there is a balanced distribution of adjectives having high (or low)
collocation with the two nouns. First, we selected thirty nouns pseudo-randomly to construct sixteen coordinated noun pairs;
two nouns were repeated. Then, for each noun pair, word sketches were generated using the sketch difference facility in the
sketch engine and an adjective was selected keeping in view the collocational strength of the adjective with the two nouns. A
total of 16 adjectives were thus obtained with the following distribution: 4 adjectives having high collocation with both nouns
(High-High condition), 4 having low collocation with both nouns (L ow-L ow condition), 4 having high collocation with the first
noun but low with the second (High-L ow condition), and 4 having low collocation with the first noun and high with the second
noun (Low-High condition). The select adjectives and nouns are shown in Table 1. These adjectives and nouns were then used
to construct NPswhich were embedded in aone sentence context. Thisarrangement yielded atotal of 16 experimental trialsand
each participant completed all trials.

3.2 Participantsand Procedure

Twenty postgraduate native-Arabic students and employees took part in the experiment voluntarily. A total number of 20
female participants from King Abdul-Aziz University took apart in the experiment; these participants were drawn from
different pools: 10postgraduate computer science students, 5 postgraduate economics students, and 5 employees of
Arabic language institute with more than 10 years’ experiencein linguistic correction.

Before running the experiment, the participants were briefed about the purpose and format of the experiment.The trails
were presented in a pseudo-random order on a computer screen. First, the experimental sentence appeared on the screen
for 15 seconds. During this period, participants read and comprehended the sentence. Then, the sentence disappeared
and a comprehension question appeared on the screen; a screenshot of such a sentence is shown in Figure 2. The
comprehension questions, which related to the preceding sentence, were designed in aforced choice manner, i.e. participants
had to select either a Yes or No answer; a screenshot of such a question is shown in Figure 3.

using survey for locating and identifying syntactic ambiguities has some disadvantages such as not all the students are
motivated to fill out survey. Asaresult, mismatches between real behavior and survey answers could exist.
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Nounl is the nearest noun to the adjective and Noun2 is the noun further
away from the adjective; an example NP in the High-Low condition is:
208 gelad allda,

Table 1. Adjectives and nouns used to construct NPs

4. Resultsand Discussion

Results were recorded according to whether a participant opted for awide- or narrow-scope reading. Participants' responses
averaged over al four experimental trials per condition are shown in Table 2. The resultsindicate that when adjective has high
collocation with the nearest noun than the noun further away from it (Low-High condition), majority participants (above 78%)
opted for a narrow-scope reading. A sign-binomial test further revealed that the difference between wide- and narrow-scope
responsesare significant (p < 0.01). Similarly, when the adjective has high collocation with the second (i.e. further away) noun,
participants opted for awide-scope reading: above 82% in High-High condition and above 73% in High-Low conditions; p <
0.01, in both conditions. Interestingly, when adjective exhibits low collocation with both nouns, participants did not opt for a
clear preference to one interpretation over the other indicating that such combination of adjectives and nouns could be
ambiguous.

The current study revealed some interesting results. Words' collocation data derived from a sizeable corpus can be used to
predict the likelihood of different interpretations of potentially ambiguous NPs, in Arabic. On the basis of above results, we
conjecturethat, in scopally ambiguous NPs, when adj ective has high coll ocation with the noun furthest from the adjective then
wide-scope interpretation is more likely irrespective of the collocation strength between adjective and the nearest noun.
Similarly, when adjective has high collocation with the nearest noun and low with the furthest noun, then a narrow-scope
interpretationismorelikely.
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Condition Narrow-scope response Wide-scope response | P-value
High-High 175 825 <0.01
Low-Low 46.38 53.62 =0.24
Low-High 78.75 21.25 <0.01
High-Low 26.25 73.75 <0.01

Table 2. Response proportions (%)

It isworth mentioning here that we used asmall and engineered dataset. On the one hand, this allows usto focus on specific and
manageabl e phenomenain a simple experimental design in which every participant is presented with every item. On the other
hand, asmall dataset can cast doubts on the generalizations which we drew from our sample. However, asthe sample NPswere
carefully constructed and adj ectives were derived from asizeableArabic corpus, we are confident that our generalizationsareon
the right track. Interestingly, our findings corroborate earlier findings of Willis, Chantree, & De Roeck(2008) and Khan, Van
Deemter, & Ritchie(2012)on similar NPsfor English language. It isal so important to mention herethat, in the present study the
relationship between the two coordinated nounsis not taken into account. It might be interesting to seeif high/low collocation
relationship between the two nouns can influence the final interpretation of the NP.

Fao . NI Wil BN R RReC=s
|

ol 8 CdSI o Jls ol pall ol

—

Figure 2. A sample experimental sentence

€ Bl 08 skl 600l sl JB

Figure 3. A sample comprehension question
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5. Conclusion

The present study examined empirically the possibility of using corpus-based word collocation data to predict different
interpretations of a potentially ambiguous sentence in Arabic. As a case study, we addressed the problem of disambiguating
coordination structuresin Arabic to determine how the external modifier (adjective) appliesto the coordinated words (nouns).
Theexperimental trialswere constructed in such away that there was abalanced distribution of adjectiveshaving high (or low)
collocation with the two nouns. The native Arabic participants were presented with a sequence of trials, each of which consists
a potentially ambiguous sentence followed by a comprehension question that relates to the preceding sentence. The data
revealed that lexical co-occurrenceinformation, derived using Kilgarriff’s Sketch Engine operated on Arabic Web Corpus, can
be used to predict the most likely interpretation of a potentially ambiguous sentence. More specifically, we conclude that in
scopally ambiguous NPs, when adjective has high collocation with the noun furthest from the adjective then wide-scope
interpretation is more likely irrespective of the collocation strength between adj ective and the nearest nouAn. Similarly, when
adjective has high collocation with the nearest noun and low with the furthest noun, then a narrow-scopeinterpretation is more
likely.
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