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ABSTRACT: Cryptography and complexity theory have gained a lot of importance because of zero-knowledge proofs. The
motive behind zero-knowledge proofs are to provide an obfuscation to the verifier, so that the verifier will not understand the
information sent by the prover. Zero-knowledge proofs are normally used to verify a prover’s theorem to a verifier, in such a
way that the verifier will not be able to discover any supplementary evidence other than the proof given to him. An enigmatic
conception was formalized, that lead to the formation zero-knowledge proof systems. In this paper, we have reviewed different
zero-knowledge argument / proof techniques. We have also reviewed the proof system implications in the presence of mali-
cious prover and malicious verifier. We have removed the outliers of the experiment by using Mahalanobis distance. Examples
related to zero-knowledge argument systems are also given.
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1. Introduction

Zero-knowledge proofs [1] are widely used in cryptography and complex systems because of their sophisticated techniques
that limit the amount of classified information that is being conveyed from the prover to the verifier. In [2], the authors have
proved that it is possible for the prover to prove any theorem to the verifier without giving the slenderest clue to the verifier
about the information related to the theorem. An enigmatic conception was formalised, that lead to the formation zero-knowl-
edge proof systems.

Cryptography and complexity theory have gained a lot of importance because of zero-knowledge proofs. In [3], the authors were
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able to prove that few languages were not NP-complete with the help of zero-knowledge proofs. While in cryptography [4,5], the
completeness of the encryption algorithm with larger integrity has been demonstrated with zero-knowledge proofs. The motive
behind zero-knowledge proofs are to provide an obfuscation to the verifier, so that the verifier will not understand the
informationsent by the prover. The significant factor that differs in the zero-knowledge proofs from the traditional ones are as
follows [6]:

• Interaction: The prover and the verifier exchange information in a co-operative way.

• Hidden Randomization: The information exchanged between the prover and the verifier, are randomly selected by the verifier,
and the prover need not show the production / source of his proofs to the verifier.

• Computational Difficulty: The proofs given by the prover would be computationally difficult for the verifier to dig up and
obtain the full information.

In order to understand the above mentioned factors through which zero-knowledge can be achieved, the following scenarios
were suggested:

Through an abstract consequence: Consider two chemist’s A and B are playing the coin toss game. During the game both of
them witnessed the same amount wins and loss. After sometime chemist A left for a world tour. During his trip he was solving
complex chemical equations and discovers a new chemical equation proof. Now he likes to share his research proof with the
chemist B, so he writes him a letter proving his findings in a zero-knowledge manner. Chemist A in his letter did not mention his
address as he is travelling. This kind of process is generally called mono-directional or non-interactive, because the interaction
is only from chemist A to chemist B, and not the vice versa.

Public uncertainty: If the two chemist’s try to share a random string σ   in order to make it interactive process, it would make the
system a weaker one rather than an interactive process. This weakens the system because its needs to be an interactive process
in order to share the random string among them. Finally if the chemist’s decided to have the coin tosses (to provide hidden
randomness) between them to share the proof as the prover was present during the coin toss game at the first, it again would be
an uncertainty because it is not possible to predict the future events in a coin toss.

Interactive Proof Systems and Arthur-Merlin Games: The random string exchanged will be weakening the system through
public randomness and the coin tosses among the two chemist’s would enhance hidden randomness but uncertainty arises
because of future prediction. A wide research has already been done the field of public randomness and hidden randomness and
has already been discoursed in the complexity theory. In [2, 7], the authors consider zero-knowledge proofs as an interactive
game played between the prover and the verifier, where the prover and verifier can talk to each other and exchange their
information. According to [2], the prover is not shown the outcome of the coin flips, and in [7] the coin flip outcomes are shown
to both the prover and the verifier. Both these models are found to equally powerful because of the randomness involved in them
[8].

The central measure of the zero-knowledge proofs are about the knowledge released during interaction among the prover and
verifier. Generally, a verifier will not be able to ascertain the actual proof of the prover, from the proof procedures in a zero-
knowledge proof system. A remarkable property of the zero-knowledge proofs are that they will be able to convince the verifier
and yielding nothing from the prover other than the required procedures. Zero-knowledge proofs are used as a very influential
tool in the field of cryptography. Convincing the server without giving any additional knowledge concerning the procedures
and zero information related to the user.

In this paper, we have compared the different zero-knowledge proofs. We have also shown how for few NP statements zero-
knowledge proofs can be constructed and how the cryptographic protocols are affected because of the zero-knowledge proofs.
Earlier analysis paper [9], studied only one particular type zero-knowledge proof and omitted the other techniques, and in our
paper we have analysed most of the widely used zero-knowledge proofs.

In this paper, we have mentioned the notation ‘| . |,’ which can be taken in three different ways. At some places it is used to denote
the cardinality of a set, in few places it is used to denote the length of a string, and finally it is used to denote the absolute value.
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 We hope that the readers would understand it by the context. For a finite set A, Sym(A) is used to represent the symmetric group
of A. Prc ∈ A [P(c)] indicates that the probability P(c) holds when the uniform probability distribution of c ∈ C taken over all
the values.

Organization of paper: Section 2 covers the preliminaries related to zero-knowledge proofs, section 3 analyses different zero-
knowledge proof systems, and section 4 studies a couple of composition schemes used in zero-knowledge proofs. Correlation
with Mahalanobis distance is given in section 5. Discussion and future events are covered in section 6, and section V concludes
7 the paper.

2. Preliminaries

2.1 Properties of zero-knowledge proof
The following are the properties that are to be satisfied by a zero-knowledge proof system:

1. Correctness: For a statement s∈ L (where L is a language in NP) with given W as witness, it would be possible to convince
the verifier with the proofs. In simpler terms, the verifier will always ‘accept’ the proof, if the statement s∈ L is a truthful
statement.

2. Soundness: A fraudulent prover will not be able to prove a false statement as true, even though the fraudulent prover has
infinite computational power. In simpler terms, the verifier will continually cast-off / reject if the statement is false.

3. Zero-knowledge: A fraudulent verifier will not learn anything about the statement other than the truthfulness of the statement.
The proof π given by the prover will not sufficient by the verifier to get the witness w. In simpler terms, the verifier cannot obtain
any other information other than the prover’s proof procedures.

In order to reduce the time complexity involved in proving, an additional property named succinctness has been introduced in
[10]. The motive was to make the prover’s proof to be more concise and error-free. The succinctness property would be quite
desirable and also can play a vital role in several security applications. The succinctness property can also help in reducing the
scalability problem faced in the earlier systems, due to their space complexity [11]. The authors in [12, 13], tried to reduce the
scalability with the help of  recursive composing proofs (i.e., proofs related to the acceptance probability of the testing verifier
or verifier of the proof system).

Schemes: The set of natural numbers are represented by Ν . The exponent is related to concatenation (i.e., 1Ν  is equivalent to
1 concatenated Ν  times). An integer x’s corresponding binary representation is indicated using σ. The length of the integer is
indicated using |x|, and the binary representation of x is an integer if x is a string.  The binary representation of x will be a real
number if x is an integer. And the binary representation of x will be a cardinality of x if x is a set. The concatenation of the two
binary strings σ and τ is represented as σ ° τ or  στ.

A language L in nondeterministic polynomial time is a subset of {0, 1}. For the language L and v > 0, we can set L v = {x ∈ L, |x|
≤ v}. A string can referred to a ‘theorem’ if the string falls within the set of language and if a string is outside the set of language,
then it’s said to be a ‘false theorem.’

Computational models:  Consider Turing machine as an algorithm and an algorithm is said to be efficient if expected runtime of
the Turing machine is in polynomial time. In order to emphasise the algorithm, whenever a Turing machine receives a single
input, it is written as “A (.),” and when another input is received it is written as ‘A (., .).’ The ‘.’ Is used to indicate that an input
has been received.

Consider there exist a non-negative constant c, and if the size of a program is  ≤  nc where n∈Ν  then it is expected for the Turing
machine {Tn} to halt for at least every nc steps. Then the Tn is said to be an efficient non-uniform algorithm. Non-uniformity
refers to the non-uniformity in getting inputs, and this enhances the use of Turing machine to gain power, in using the
algorithms.

A special oracle generally a random oracle, called random selector consisting a pair of strings (s, S), where S  is used to conceal
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a finite set of elements. The work of the oracle is to answer a query by randomly an element from S. The oracle will be returning
the same element from the set, even if the same query is asked again and again. For different queries different, different elements
are returned. The oracle would return two independent and randomly selected elements for two different queries s1 and s2 (i.e.,
(s1, S) and (s2, S)). In simpler terms, the special oracle can be generally considered as a hash function, which can be used for
security proofs.

A Turing machine can become random selecting algorithm if given access to the random selector (special oracle). The random
selecting algorithm will be the more powerful than the random selector or the unbiased coin flip, because of its uniform
probability. Consider RS as a random selector used in coin flip, to certify the uncertainty in the selection Ei, where i is the ith coin
flip, then the randomness in the selection is Ei = RS(x  ° i, {0, 1}) or RS(xi, {0, 1}). The description of the algorithm can be
minimized by using random selectors. Generally, the prover’s are made ‘memoryless’ (i.e., the prover need not keep track his
previously proved proofs), whereas for zero-knowledge it is better to have previous knowledge. The reason would be elabo-
rated in the later section. A random selector will be a conceptual tool if used without previous history.

Probabilistic algorithm: The notion A(x) for an input x, denotes the probability space which allocates the binary string σ  for
the probability A, that allocates the output σ, based on the input x. Given S as the probability space, then the algorithm

‘
nR

x S
← ’ allots a random element from S to x. For a finite set F, the algorithm                    allots a random element to x from the

finite set F representing a uniform probability distribution on the finite set’s sample points. In a predicate p(., ., …), the

representation Pr 1( , ,...,:
R R

x S x T
← ←  p(x, x1, …)) will always return the probability as true after sequentially executing

the algorithms 1, ,...
R R

x S x T
← ←  The representation 1{ , , ... (,: )},  1,  

R R
x S x T x x …

← ← the sequential execution of

1, ,...
R R

x S x T
← ← generates the proability space over {(x, x1, …)}.

A motivating example to demonstrate the above properties is as follows:

Consider a commanding prover is proving his proofs to a verifier who verifies the proofs in polynomial time. The prover
is proving his theorem ‘Th’ by giving a small amount of information x, as input. If the input xÎTh, then the prover would be
able to convince the verifier with a high probability. If the input x !ÎTh, then no matter how hard the prover tries he won’t
be able to convince the verifier that the false proof is true. The former condition is called the correctness property, and the
latter condition is called the soundness property.

The following are the conditions that are to be satisfied for correctness and soundness:

Correctness: If  input x ∈ Th, then

where:
p is the prover,
v is the verifier,

x is the input,

( ) ( ) ( )Pr , 1 1p v x negl x⎡ ⎤= ≥ −⎣ ⎦
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Th is the theorem that the prover is proving,

negl is the negligible function

Soundness: If input x !∈Th, then

where,
xp , the imposter prover is using an interactive Turing machine.

3. Analysing Zero-KnowledgeProofs

There are several zero-knowledge proof systems, such as interactive zero-knowledge [14, 15], non-interactive zero-knowledge
[6, 10], constant round zero-knowledge [16], concurrent Zero-knowledge [17, 18], resettable zero-knowledge [19, 20], leakage-
resilient zero-knowledge [21], multiple non-interactive zero-knowledge [22]. In this paper, we will be discussing only the first
four types, as it adds more importance to zero-knowledge proofs.

3.1 Interactive zero-knowledge
An interactive proof is a two-party protocol tries to prove his proof to the verifier for the language L, and the verifier tries to
verify the proof within the probabilistic polynomial time. The completeness and soundness property states that a prover can
prove his proof of the input x with a higher probability if the input x∈L, and if the input x!∈L then the prover cannot prove his
proofs to the verifier. Fig. 1. Shows a typical interactive system. The properties for interactive zero-knowledge proofs that uses
Turing machine are as follows:

Correctness: If input x ∈ Th, then,

where:
p is the prover,
v is the verifier,

x is the input,

   Figure 1. A typical interactive proof system
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Th is the theorem that the prover is proving,
negl() is the negligible function

Soundness: If input x !∈Th, then

where,
xp , is a cheating prover.

The above mentioned soundness property is valid only for probabilistic polynomial time Turing machine.

Zero-knowledge: An interactive proof is said to have the zero-knowledge if the verifier is not able to ascertain the theorem for
the proofs. Considering a cheating verifier V*, who is represented by viewv*(x, z), replicates the interaction with the prover p
and starts simulating using a probabilistic polynomial time machine S. Generally, S is referred to as simulator. The additional
information obtained from the input x of V* and S are denoted by z ∈{0, 1}. It must be computationally indistinguishable for
every x ∈ L, z ∈{0, 1}, viewv*(x, z), and S(x, z) by the cheating verifier V* to get any other slightest information apart from the
information given in the proof. This makes the proof zero-knowledge. In simpler terms, the cheating verifier V* must not be able
to ascertain any auxiliary input from any simulations.

Polynomial time: Consider a non-deterministic Turing machine Tn, then Tn(x, r) represents the Turing machine n, with input
x and r denoting the total bit sequence. If the bit sequence r is finite then Tn(x, r) is finite. The expectation of a polynomial P for
all x ∈ {0, 1}*, taken over the infinite / total bit sequence r, is confined over by P(|x|). In simpler terms we can say as the
following:

where:
Er is the expectation of the polynomial P taken over the infinite sequence r.

A motivating example to demonstrate interactive zero-knowledge with the help of private communication done with the help of
interactive Turing machine, and is as follows:

An interactive Turing machine has a deterministic Turing machine consisting if six tape. It also has an input tape, random tape,
communication tape, all with read-only ability, and output tape and communication tape with write-only ability, and a work tape
with read and write abilities. The input generally appears on the input tape and the random tape can be used for the outcomes
of an infinite coin flips. The output generally appears on the output tape when the halts, the write-only communication is when
the contents / messages from the machine is transferred to another device, and the read-only communication is when the
messages / contents are received by the machine.

Complexity: Generally, the input / the contents of the input tape is used to measure the complexity of a Turing machine.
Consider an example, where a polynomial P containing M steps that’s need to be performed on x input, where the maximum steps
for the polynomial P in the Turing machine can be P(|x|). For measuring the complexity the contents from are the random are
considered, rather than the steps.

Turing machine pairs: Whenever the communication of tapes of two Turing machines are shared then they are considered to
be interactive Turing machine pairs. The read-only communication of one machine corresponds with the write-only
communictionof the paired machine, and vice versa. The computing phases taken by both the machines are done in accordancewith
the alternating sequence. At a given time, no two machines can have the read-only communication or write-only  communication
are once. With the help of a special idle state, the pair of Turing machines change the alternatingsequence machines change the
alternating sequence.
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The following notations can be formed from the above statements:

1. Consider an interactive Turing machine A, which has A(x, r; a1, …, an), where x is the input for the interactive Turing machine
A, r is the contents of the random tape, and a1, …, an represents the messages that has been received.

2. For an interacting pair of Turing machines A and B, [(B(y), A(x))] denotes that machine A has the input x and acts in the active
mode, and machine B has the input y and acts in the idle mode (i.e., receives messages from machine A).

The following properties hold true for the above notations:

Correctness: For input x ∈ L and constant c > 0,

Soundness: If input x !∈ L and constant c > 0,

3.2 Non-interactive zero-knowledge
Non-interactive zero knowledge is carried out with the help of special oracle, in order to provide security to the proofs. For the
pair (x, w), where x is the input and w is the witness, let R be the efficiently computable relation by the oracle that will be holding
the pair (x, w). R contains the statements from the language L, and K is a setup algorithm for the language L with a prover p and
a verifier v. A common reference binary string σ is generated by the setup algorithm K. The input taken by the prover p is (σ, x,
w) and checks whether (x, w)∈R, in order to satisfy the above condition. If (x, w) ∈  R, then a proof string p is generated which
is given to the verifier v. If a proof string is not generated then the output fails. Given an algorithm tuple (b, p, v), can be called
as non-interactive zero-knowledge by the following:

Correctness: For any cheating Q,

Soundness: For any cheating Q,

Generally, the algorithm (b, p, v) is said to be non-interactive when the soundness condition embraces against the probabilistic
polynomial time cheater.

Zero-knowledge: For all cheating Q, if it has a simulator S = (S1, S2), then the particular algorithm (b, p, v) is said to have zero-
knowledge.

whereS’(σ, τ, x, w) = S2(σ, τ, x) if (x, w) ∈ R and output fails otherwise.

Honest prover state construction: In [21], the authors have made an extension to the above zero-knowledge condition and
named it as honest prover state construction.

( ) ( )( )Pr , 1 1 cp x v x x −⎡ ⎤= ≥ −⎣ ⎦

( ) ( )( )*Pr , 0 1 cp x v x x −⎡ ⎤= ≥ −⎣ ⎦

( ) ( ) ( ) ( ) ( ) ( ) ( )P r 1 ; , ; , , : , , 1 , 1bb x w Q p x w v x if x w R negl bσ σ π σ σ π⎡ ⎤← ← ← = ∈ ≥ −⎣ ⎦

( ) ( ) ( ) ( ) ( )P r 1 ; , : , , 1  !bb x Q v x i f x L n e g l bσ π σ σ π⎡ ⎤← ← = ∈ ≤⎣ ⎦

( ) ( ) ( ) ( ) ( ) ( ) ( ), . , . ' , , . , .
1P r 1 : 1 P r P r , 1 : 1p Sk kc

b Q S Qσ σ τσ σ σ τ σ⎡ ⎤ ⎡ ⎤← = ← =⎣ ⎦ ⎣ ⎦≡
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For all cheating Q, if it has a simulator S = (S1, S2, S3), then the particular algorithm is said to have honest prover state condition
for relation R.

                                 Figure 2. Working of constant round zero-knowledge.

where

4. Co-Relating With Mahalanobis Distance

Posterior probability is being used in Mahalanobisdistance to identify the outliers. The range measurebetween two beacon
nodes can identified by usingMahalanobis distance when the beacon nodes areassociated with two or more locationcoordinates.



 58        Journal of Data Processing  Volume  6  Number  2   June   2016

This reduces the error obtained during localizationby excluding the unwanted location coordinates. Theredundant location
coordinates are identified by usinga centroid value and corroborating it with the locationcoordinates. The trilateration was used
as the centroidvalue in our instance. The identification of range measureusing Mahalanobis distance is as follows:

where:

d(mahalanobis) is the distance between two anchor nodes, (xi, yi)&(xj, yj) are the location coordinates of the two anchor
nodes,

C is the sample covariance matrix

The variance-covariance matrix C is constructed in order to gauge Mahalanobis distance,

where:
(x, y) is the matrix containing the location coordinates, is the number of nodes.

The variance-covariance matrix in the presence ofmultiple location coordinates will be converted asfollows:

where:
σ1

2&σ2
2 are the variances of the multiple location references, ρ12σ1(xi, yi)σ2 (xj, yj) is the covariance between the multiple

location references.

The value of C-1 is computed as follows:

where:
|C|is the variance covariance matrix’s determinant and is equal to σ1

2σ2
2 (1-ρ12

2)

We modified the Mahalanobis distance function toidentify the range between multiple location coordinatesto the trilateration
point, as follows:

where:
 d( δi) is the distance between centroid and ith anchor node,
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(xi, yi) is the location coordinate of the ith anchor node,
(xc, yc) is the location coordinate of the centroid.

The new distances obtained using Mahalanobis distance, are compared using posterior probability; leading to the confirmation
of the anchor nodes adversity. The distances obtained using this method is marginally accurate than the previous method.

We have also compared our work with trilateration based location technique. Fig. 3, and fig. 4 shows the average error obtained
while using trilateration technique and Mahalanobis distance, respectively.

5. Discussions and Future Events

Using a Zero-knowledge proof protocols would increase the system’s cost and constrain on time remains based on the proof
that is required to convince the verifier. Hypothetically zero-knowledge proof protocols will be efficient, because of the polynomial
time and cost. Zero-knowledge proof protocols are used in many cryptographic areas such as passwordauthenticated key
agreement [23], Secure Remote Password protocol [24], and Feige–Fiat–Shamir identification scheme [1]. Multi-prover interactive
proof systems [25] can allow the verifier to ‘debrief’ all the multiple prover’s instead of one prover, thus avoiding the chances of
being misled.

Authentication systems has highly motivated the Zeroknowledge proofs, where one party (client / prover) wants to prove its
individuality to the second party (server / verifier) with the help of some confidential information such as login authentication
details, and the client / prover do not want the server / verifier to learn or understand anything about the confidential informa-
tion, thus making it ‘zero-knowledge proof of knowledge’.

                                                                Figure 3. Mean error obtained while using trilateration technique.

It is not possible to have a perfect / flawless zeroknowledge proof system, unless all interactive proofs have co- NP (which is a
complexity class) language. In order to identify the power of the interactive proof systems, the requisite for error probability is
not essential [26, 27]. Completeness allows error probability in the interactive proof system.

The amount of computational resources used are not considered when proving a theorem. The probabilities of completeness
and soundness can be increased up and down by looping the proving process several times. The non-interactive proof systems
are generally immune towards cheating verifiers. The following ensures the strong and perfect completeness:
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                                                         Figure 4. Mean error obtained while using Mahalanobis distance.

Strong completeness:

Perfect completeness:

6. Conclusion

In this paper, we have analysed different zero-knowledge argument / proof techniques. We have also analysed the proof system
implications in the presence of malicious prover and malicious verifier. From our analysis we have identified that it is not
possible to have a perfect / flawless zero-knowledge proof system, unless all interactive proofs have co-NP (which is a
complexity class) language.Using a Zero-knowledge proof protocols would increase the system’s cost and constrain on time
remains based on the proof that is required to convince the verifier, and finding a solution for the time and cost constrain can be
considered for future work.
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