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GPU Implementation of Oscillator Network System with Plastic Coupling for Dynamic
Image Segmentation
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ABSTRACT: Image segmentation is a fundamental technique in image processing systems such as a medical computer-aided-
diagnosis system. We previously proposed a discrete-time oscillator network system with a degradation (posterization)
system for dynamic image segmentation. This system can extract image regions with similar pixel values (connected compo-
nents) from a given gray-scale image and exhibit extracted image regions in a time series. The dynamics of the proposed
system is described by ordinary difference equations. In spite of discrete-time system, our oscillator model can generate
oscillatory responses like relaxation oscillations observed in ordinary differential equations. Dynamic image segmentation
for a gray-scale image is performed according to posterization of pixel values and the synchronization of oscillatory re-
sponses from discrete-time oscillators. Since numerical integration is unnecessary to work the proposed system, its process-
ing speed is significantly faster than that of another dynamic image-segmentation system consisting of ordinary differential
equations. In this paper, for further speed-up of dynamic image-segmentation processing, we presented an implementation of
the proposed system into a graphics processing unit.
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1. Introduction

Image segmentation is key technique in various image-processing systems such as a computer-aided-diagnosis system [1] for
medical images. Many frameworks for image segmentation have been proposed [2, 3].

A locally-excitatory globally-inhibitory oscillator network (LEGION) [4] described by ordinary differential equations can extract
image regions (connected components) from a given image and exhibit extracted image regions in a time series according to the
synchronization of oscillators. We call this function “dynamic image segmentation”. A LE- GION is novel but needs a huge
computational cost to perform dynamic image segmentation because of numerical integration.

In contrast, we previously proposed a discrete-time oscillator network system for dynamic image segmentation [5, 6, 7, 8, 9]. In
spite of discrete-time system, the proposed oscillator can generate oscillatory responses like relaxation oscillations observed in
ordinary differential equations. Since numerical integration is unnecessary to work the proposed system, the processing of
dynamic image-segmentation is quite faster than that of LEGIONs. To improve the proposed dynamic image-segmentation



18        Journal of Electronic Systems    Volume  3   Number   1     March     2013

system, on the basis of nonlinear control theory, we constructed a control system [10] for preventing the generation of a fixed
point that corresponds to non-oscillatory responses and is unsuitable for dynamic image segmentation. Moreover, we proposed
a method [11] to identify target image regions for a given binary (black and white) image using bifurcation theory. This supports
that we know the number of image regions to be segmented before the process of image segmentation.

For segmenting continuous-tone gray-scale images, we also proposed an extended discrete-time oscillator network with a
degradation (posterization) system [12]. In this system, couplings between neighboring oscillators can change every discrete
time. The updating of coupling strengths is based on the dynamics of a posterization system that is modified from a discrete-time
system [13]. We demonstrated that the extended dynamic image-segmentation system worked well for continuous-tone gray-
scale images [12].

For further speed-up of dynamic image-segmentation processing, we previously implemented a small-size discrete time oscillator
network into a field-programmable gate array (FPGA) [14]. However, its implementation not only requires a special device but
also the implementation of a large-size oscillator network system is difficult. In contrast, a graphics processing unit (GPU) that
can be mounted with personal computers (PCs) is available for PC end-users and can be process a large-size oscillator network
system. In this paper, we present an implementation of our extended dynamic image-segmentation system [12] into a GPU and
compare the amount of time required to segment continuous- tone gray-scale images on a GPU and a central processing unit
(CPU).

2. System Description

2.1 Discrete-time Oscillator Network
As illustrated in Figure 1, our discrete-time oscillator network for segmenting a given N-pixel image consists of N discrete-time
oscillators and a global inhibitor. All the oscillators are arranged in a grid so that an oscillator corresponds to a pixel.

The ith oscillator has two internal variables (xi , yi) and its dynamics is described by

xi (t + 1) = kf  xi (t) + di (t)  + Wx  . Wi   (t) . g (xi (t) + yi (t), θc ) − Wz . g (z (t), θz) + Ci  (t)
S x

yi (t + 1) = kr yi (t) + α . g (xi (t) + yi (t), θc ) + a + Ci   (t)
y

and the dynamics of the global inhibitor is defined by
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In (1) – (3), g (.,.) is the output function of an oscillator and a global inhibitor. It is defined as

g (u (t)θ ) =
1 + exp (− (u (t) − θ ) / ε)

1

In (1), di (t) represents the external input that takes a value from zero to two, which is directly proportional to the ith posterized
pixel value. An oscillator has two self-feedback inputs, and Wx and  denote the time-invariant self- feedback strength. The self-
feedback in (2) always exists, but the other in (1) is formed only when the value of di (t) is high so that the ith pixel value is higher
than , which is a user-determined parameter. Hence,Wi   (t) takes either zero or one depending on the value of di (t) and becomes
one for a high di (t) value. Only discrete-time oscillators such that Wi   (t) = 1 can generate oscillatory responses. For example, as
illustrated in Figure 1, the first, second, eighth, and ninth oscillators generate oscillatory responses because the corresponding
pixels are not black that means high pixel values. The fourth term at the right hand side of (1) is the input from the global inhibitor
andWz represents the time-invariant coupling weight. The global inhibitor described in (3) detects whether or not one or more
oscillators are in high level and suppresses the levels of all oscillators if such oscillators are detected.

The ith oscillator can be coupled with its neighboring oscillators. Ci   (t) and Ci  (t) in (1) and (2) express inputs from neighboring
oscillators and these are defined as
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S

S
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where u (t) corresponds to the value of internal states and  represents the threshold.
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Ci  (t) =
wji(t)

Mi (t)
(xj (t) − xi (t))j∈L  (t)i

∑x ρ

Ci  (t) =
wji(t)

Mi (t)
(yj (t) − yi (t))

j∈L  (t)i
∑y ρ

where wji(t) denotes the time-variant coupling strength from the ith oscillator to the jth one. Depending on the values of the ith

and jth pixels degraded by a posterization system that is described later, the value of wji(t) changes so that it becomes large when
the two posterized pixel values are similar. Li (t) and Mi (t) in (5) and (6) correspond to the set of neighbor oscillators having
similar values of posterized pixels and the number of elements in Li (t). Note that if Mi (t) = 0 then we set wji(t) / Mi (t) = 0.

Since the couplings between neighboring oscillators become strong when the values of posterized pixels are similar, their
oscillatory responses are gradually synchronized in phase. This indicates that pixels with similar values form an image region.
For example, in Figure 1, the responses of the first and second oscillators are synchronized in phase; those of the eighth and
ninth oscillators are also synchronized in phase.

The global inhibitor connected to all oscillators detects one or more oscillators being in high levels and suppresses the levels
of all oscillators at the next time. As illustrated in Figure 1, for example, when the levels of the red oscillators become high at t =
tk, the global inhibitor also becomes high and the levels of all the oscillators are suppressed at the next time. As the results, the
red and blue oscillators that are not directly connected each other are not synchronized in phase. Hence, the global inhibitor can
prevent in-phase synchronization among oscillators in unconnected image regions.

Pixels with high pixel values are extracted according to responses from oscillators. In Figure 1, the image region consisting of the
first and second pixels is extracted at t = tk because the levels of the red oscillators are high;. Similarly, another image region with
the eighth and ninth pixels is also extracted at t = tk + 14. In this way, dynamic image segmentation is performed.

Figure 1. Schematic of dynamic image segmentation

2.2 Posterization System
The value of di (t) is changed according to the dynamics of a posterization system. Posterization is to convert an image with a

(5)

(6)
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continuous gradation of tone to several regions of fewer tones. The posterization system was modified from a discrete-time
system [13].

We explain the dynamics of our posterization system and the updating of coupling strength wji in (5) and (6). Let pi (t)  be the ith

normalized pixel value so that it takes from zero to one. The value of pi (t) is updated by the following rules:

0 if pi (t) + η. Fi (t) ≤ 0

pi (t) + η. Fi (t) if 0 < pi (t) + η. Fi (t) < 1

1 if pi (t) + η. Fi (t) ≥ 1⎩
⎨
⎧

where η is a parameter and

Fi (t) = exp (− γ || pj (t)  − pi (t) || )
pj (t) − pi (t)

|| pj (t) − pi (t) ||
Si (t)
1

j∈∆   (t)i

∑

∆i (t) denotes the set of pixels such that pj (t)  pi (t) in neighborhood of the ith pixel. Si (t) expresses the number of elements in
∆i (t), but if Si (t) = 0 then we set 1/ Si (t) = 0. Whether pj (t)  pi (t), i.e., the similarity between them is measured according to the
value of qij (t). Its dynamics is defined as

qij(t + 1) =β . qij (t) + (1− β ) .H (exp (− γ || pj (t) − pi (t) || ψ))

where H(.) denotes the Heaviside step function; β, γ, and ψ are parameters. According to the dynamics, the value of qij (t)
eventually converges to either zero or one and becomes one when pj (t)  pi (t). Hence, ∆i (t) in (8) is redefined as the set of
neighboring pixels such that qij = 1. The posterization of a given continuous-tone gray-scale image is performed on the basis of
(7) – (9).

In (1), we set di (t) = 2pi (t). The coupling between the ith and jth oscillators is formed when the values of qij (t) becomes one, i.e.,
wij (t) becomes one. In addition, wji (t) also becomes one because of symmetry coupling.

Let us illustrate the behavior of our posterization system for the 3 × 3 gray-scale image in Figure 2(a). The initial values pi (0), i
= 1, 2,...,9 were set to 255, 0, 0, 230, 0, 153, 204, 0, and 64. As shown in Figure 3, the posterization system reduced the number of
gray levels in the original image from five to three except black pixels after t = 42. As the results, the posterized image in Figure
2(b) was obtained. Moreover, since pi (t), i = 1, 4, 7 become similar, couplings among the first, fourth, and seventh oscillators were
formed at t = 18 as shown in Figure 4. On the other hand, couplings between the sixth and ninth oscillators were unformed
because their normalized pixel values were considerably different and these did not approach as shown in Figure 3.

(a) original image                  (b) posterized image

Figure 2. 3 × 3 images

Oscillatory responses from the first, fourth, sixth, seventh, and ninth oscillators and the global inhibitor are plotted in Figure 5.
In this simulation, the initial state values were randomly set. After couplings among the first, fourth, and seventh oscillators
were formed at t = 18 and pi (t), i = 1, 4, 7 became the same at t = 42, the three oscillators were synchronized in phase. Moreover,
the global inhibitor led to the out-of-phase synchronization of the oscillatory responses from the first, eighth, and ninth

(7)

(8)

(9)

pi (t + 1) =



                       Journal of Electronic Systems  Volume  3   Number   1   March   2013                        21

oscillators. As the results, the oscillatory responses were able to generate three segmented image regions consisting of the first,
fourth, and seventh pixels, the sixth pixel, and the ninth pixel, respectively.

Figure 3. Posterization process

Figure 4. Time evolution of plastic couplings

3. Experimental Results and Discussion

For fast image segmentation, we implemented the proposed system into a GPU (NVIDIA Tesla C2050). Here, according to our
previous analyzed results [6, 7, 8, 9], we set the system parameters in (1) – (9) except for γ  to kf = 0.5, Wx = 15, θc = 0, Wz = 15, θz
= 0.5, kr = 0.885,  α = 4, a = 0.5, ε  = 0.1, φ  = 0.8, θf = 15, θd = 0,  ρ = 0.1,  ψ = 0.5,  η = 0.01, and β = 0.1.

We considered segmenting of the two gray-scale images at the left of Figures 6(a) and 6(b). Here, we set γ = 6.5 and γ = 5.9 for
the images in Figures 6 (a) and 6 (b), respectively. For randomly given initial state values, the proposed system output posterized
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Figure 5. Time evolution of oscillatory responses

original image              posterized image                                    segmented images

(a) 36 × 36 image

original image                 posterized image                                    segmented images
(b) 70 × 70 image

Figure 6. Experimental results of image segmentation
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Figure 7. Comparison of processing time

images at the second column of Figure 6 after sufficient time passed. The images at the third and fourth columns of Figure 6 were
picked from time-series output images of the proposed system.For ten trials for the respective original images, we measured the
average time of dynamic image-segmentation processing from t = 0 to 500 on the GPU and a CPU (Intel Xeon W3530, 2.8 GHz).
The average processing time on CPU were 45.4 seconds for the 36 × 36 image and 787.8 seconds for the 70 × 70 image. In contrast,
those on GPU were 8.5 and 69.9 seconds for the 36 × 36 and 70 × 70 images, respectively. The comparison in Figure 7 indicates
that the proposed system on the GPU was quite faster than that of the CPU.

4. Conclusion

We implemented our dynamic image-segmentation system into a GPU and demonstrated that the processing time of the proposed
system implemented on the GPU was quite faster than that of the CPU. In addition, the proposed system produced acceptable
segmented images.
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