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ABSTRACT: In this research, we propose an architectural solution to implement file transfer service (FTP) in IPv6
environment network. IPv6 is considered to be the next-generation Internet protocol. Thus, this study isto analyze the size
of files transfer performance and to measure Quality of Service (QoS) delivered by IPv6 using best effort approach in
comparison to IPv4. This study primarily focuses on file transfer speed quality of FTP. In the experiment, both host clients
and routers utilize the same technical specification. In the same study also, network management system (NMS) is used to
monitor and to capture the performance of file transfer in IPv6 and 1Pv4 environment. Based on the finding result, it shows
that there is a dight but significant difference in file transfer performance between dual stack tunnelling IPv4 and I1Pv6
protocol. Small size file transfer will result in lower and same delay performance outcome for both 1Pv4 and |Pv6, while
large sizefiletransfer over IPv6 will result in higher delay performance as compared to | Pv4. In short, the significant result
of IPv6 delay is slightly higher than IPv4. Hence, the quality of FTP might be decreased if dual stack tunnelling is
implemented in IPv6 environment. Nevertheless, Link Efficiency and compression technique are able to lower the delay
performance on file transfer over IPv6 environment.
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1. Introduction

The File Transfer Protocol (FTP) was one of the main protocols widely used by the Internet. It was designed to enablefiles
delivery processover a Transmission Control Protocol/Internet Protocol (TCP/IP) network, whether itisIPversion 4 (IPv4) or
IPversion 6 (IPv6) network [15], [16].

IPv6 isproposed by |EFT to provide the Internet with larger address space and better performance [1]. In the past ten years,
alot of works have been done on the protocol design [4], connection and routing mechanism [5], [6], [7], and transition
mechanisms|[8], [9] of |Pv6. Asthe demand of I1Pv6-supported network egquipmentsincreases, some performance evaluation

methods and platforms are proposed, which mainly focus on the performance of hardware and its compatibility with |Pv6
protocols[10],[11]. (Yi Wang).
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Many studies on | Pv6 performance have been conducted previously. Some focus on SIP performancewith | Pv6, while others
are concerned with |Pv6-1Pv4 transition issues[8].

Much works have been done on IPv6 standards and many | Pv6 testbeds have been deployed. However, littleis known about
the performance of thereal 1Pv6 Internet, especially from the perspective of end users[16].

Today, alot of large files are being transferred across the Internet as part of daily working process[17] or as needs to fulfil
social and entertainment live. Future network which will be based on richer multimedia content [18], [19], will introduce new
challenges and require higher network bandwidth.

Aswith most new technologies, IPv6 environment brings new challenges along with the benefits, but very few researchers
had evaluated its effectiveness in terms of the campus network IPv6 environment. Most research had only focus on
implementation of 1Pv4 environment.

According to[15], testbed with network switch and router for I Pv4 and | Pv6 should be conducted in real network environment.
Therefore, thisstudy will focus on thefiletransfer between router to router in campus network environment using dual -stack
IPv6 tunnelling best effort approach.

IPv6 can improve the Internet or Intranet, with benefits such as:

« Expanded addressing capabilities;

« Server requires less auto configuration (plug-and-play) and reconfiguration;

« End-to-end security, with built-in, strong | P-layer encryption and authentication; and
« Enhanced support for multicast and QoS.

This paper presents the evaluation of dual-stack |Pv6 tunneling performance based on the time taken to transmit the size of
file to the intended destination/party. The objectives of this study are:-

i. To study the characteristics of file transfer over dual stack 1Pv6 tunnelling performance.
ii. To study the implementation and configuration of dual stack IPv6 tunnelling between router to router.

The contributions of this study are:-

i. To produce a significant knowledge on file transfer over dual stack IPv6 tunnelling implementation on social network
particularly for researchers and institutions of 1Pv6 groups.

ii. Theresultsof thefiletransfer performance over dual stack |Pv6 tunnelling between router to router are useful and valuable
as they can be used as a guidelines for | SPs in next generation network.

2. Related Works

Recently, VolP (Voice over IP) [1] is rapidly growing and becoming a mainstream telecommunication services, it is also
convergence technologies of data and voice communication. There have been humerous studies on Vol P measurement. A.
Markopoulou [3] measured loss and delay characteristics of American backbone networks, and analyzed how these
characteristics impact Vol P quality. For example, most work focused on monitoring and analyzing performance of actual
applications, likeM SN and Skype[2], [4],[5], [6]-

In[7], an architecture based on SIPfor integrating Vol Pcomponentsin | Pv4 and | Pv6 networksis proposed. The authors note
that based on studies using testbed, while the IPv6-capable SIP server (SER) and SIP | Pv4-1Pv6 gateway (mini-SIP-proxy)
performed their functions well and the Cisco | P phone and X-Lite softphone used for |Pv4 calls from/to an IPv6 user agent
I Pv4 were adequate, the audio quality of the IPv6 softphone used was not satisfactory in many cases[8].

IPv6isstill initsinfancy stageanditishardly ever used by real-life applications, whilethereisalack of knowledge about the
network performance of end-to-end IPv6 communication [9]; [10]; [11]. For example, a case study has been conducted on
different types of operating system using |Pv6 protocol. However, only a few works have been presented to evaluate the
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performanceof IPv6 protocol [12]. In[13], aperformance comparison of 1Pv6 with respect to Windows 2003, Redhat Linux 9.0
and FreeBSD 4.9 is presented. Measurement of throughput and roundtrip time with TCP and UDP for small (32-1500 bytes)
and large (8192 bytes— 64 KB) files sizes show that Linux performs better than the other two operating systems|[8], [14]. Thus,
in order to provide high quality servicefor future Internet applications, insight in | Pv6 performance measurementsis needed.

3.Methodology

Figure 2 showsthe overall framework of the dual stack IPv6 study on router devices. There are five devel opment processes
as follow: i) planning and research; ii) development; iii) implementation; iv) testing and v) documentations. Besides, file
transfer over |Pv4 protocol environment is used as our test-bed to compare with file transfer over dual stack 1Pv6 tunnelling
environment.

CampusEnvironment
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IPv6
I mplementation

Planning & Sudy on Software&
* Hardwarerequirements
Research «
Development + Network Design
. Software& Hard-
» m  Network Setu
| mplementation warelnstallations P
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Figure2. Dual Stack |Pv6 Tunnelling Implementation Framework

Figure 3 showsthetechnical framework of dual stack | Pv6 tunnelling and performance analysis on router. In the experiment,
the performance analysis will focus on delay (time taken packet transfer to destination) occurs on router to router. Network
management system such as ‘ card capture counter’ is used to analyze the performance of file transfer over dual stack 1Pv6
tunnelling environment.

4. Proposed Dual Stack | pv6 Tunneling I mplementation on Router

We have setup areal file transfer over dual stack IPv6 tunnelling in campus network environment at University of Kuala
Lumpur. Thisstudy posits several research questions: i) what isthe performancelevel of thefiletransfer over dual stack |Pv6
tunnelling; and ii) Is the analysis for evaluating and measuring file transfer over dual stack 1Pv6 tunnelling performance
effective. Figure4 showstheimplementation of dual stack |Pv6 tunnelling architecture between router to router in real campus
network environment. Dual stack | Pv6 tunnelling quality can be monitored periodically through the measurement using Card
Packet Counter management tools. Figure 5 and Figure 6 show the file transfer analysis performance that will be conducted
and compared with |Pv6 and | Pv4.

Figure 7, Figure 8 and Figure 9 show this study has defined 1Pv6 and 1Pv4 configuration parameters on the Cisco router 1,
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router 2 serial ports and hosts such as gateway and Ethernet interface. Figure 10 and Figure 11 show the complete configura-
tion system on Router 1 (R1) and Router 2 (R2) to enable dual stack IPv6 tunnelling and both routers have the same
specification.

Study on Dual Stack |Pv6
Tunnelling Performance

¥

Implement & Configure Dual Stack IPv6
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AnalyzeFile Transfer Performance over Dual Stack
IPv6 Tunneling and Compared with IPV4

\

Sizeof FilessBMB - 100 MB

¥

Card Packet Counter Management with moniter the
performance of File Transfer

\

Finding and Conclude

Figure 3. Technical Framework of Dual Stack |Pv6 Tunnelling and Performance Analysis on Router

Dual Stack
Router 2 1Pv4

Dual Stack
Router 1 1Pv4

Router 1 Dual Stack 1Pv4 and IPv6 Router 2

Dual Stack

Router 1 1Pv4 i Tunne é ;

Router 1 Dual Stack |Pv6 Cloud Router 2

Dual Stack
Router 2 1Pv4

Figure4. Implementation of Dual Stack |Pv6 Tunnellingin Real Network Environment

5. Experimental and AnalysisResults

This section measures, analyzes and compares dual stack 1Pv6 and | Pv4 performance using best effort approach. This study
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Figure 6. File Transfer - Communication Host 1 to Host 2 between Router to Router over |Pv6 Tunnelling

has used two network management tool sto capture and to analyze the performance of FTP over dual stack 1Pv6 and I Pv4 such
as Colasoft Capsa and Card Packet Counter.

In this study, FTP software (FileZilla) is used to transfer data via IPv6 and 1Pv4 environment. The FileZilla server will be
installed on host 1 and host 2 with the same specification (refer to Table 1). Host 1 will receive the datafrom host 2. The size
of datato be transferred between hostsin Megabyte (MB) (please refer to figure 12).

5.1 Experiment on FTP dual stack tunnelling over 1Pv6 and | Pv4 performanceanalysis

This section will discuss about the performance analysis on the size of filetransfer data over dual stack tunnelling over I1Pv6
as compared to 1Pv4 protocol . For the purpose of this experiment, we have divided the datainto three different categories or
sizes, for example, i) small sizedata (5 MB); ii) medium sizedata (30 M B); large size data (100 M B). In the experiment, we will
examinethe behaviour and trend of filetransfer over dua stack tunnelling over 1Pv6 in comparisonto | Pv4. From theanalysis,
itisevident that filetransfer over |Pv4 (refer to Figure 13, Figure 14 and Figure 15) has produced similar behaviour and trend
asfiletransfer activitiesover IPv6 environment (refer to Figure 16, Figure 17 and Figure 18). Therefore, filetransfer over 1Pv4
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Configuration on Router 2 (R1) dual-stack | Pv4
Interface IPV4address IPV6address
Fastetethernet | 172.16.10.1 2001:420:ffff.a:1/64
Serid0/0/1 172.16.20.1 3feb00:ffff:2::2/64
Host 1 172.16.10.10 2001.420:ffff.a:2/64
Configuration on Router 2 (R2) dual-stack | Pv4
Interface IPV4address IPV6address
Fastetethernet | 172.16.30.1 3ffe:b00:ffff:3::1/64
Serid0/0/1 172.16.20.2 3feb00:ffff:2::1/64
Host 2 172.16.30.30 3ffeb00:ffff:3::2/64

Figure 7. Configuration Parameters: Dual-Stack 1Pv4 on Router 1 and Router 2

Configuration on Router 1(R1) dual-stack | Pv6
Interface I Pv4 address I Pv6 address
Fastethernet0/0 172.16.10.1 2001:420:ffff:a:1/64
Serial0/0/1 172.16.20.1 3iferb00:ffff:2:2/64
Tunnel - 2001:1111:1111:1111::1/128
Host 1 172.16.10.10 2001:420:ffff.a:2/64

Configuration on Router 1(R1) dual-stack | Pv6
Interface | Pv4 address | Pv6 address
Fastethernet0/0| 172.16.30.1 3fferb00:ffff::3:1/64
Serial0/0/1 172.16.20.2 3fferb00:ffff:2::1/64
Tunnel - 2001:1111:1111:1111::1/128
Host 1 172.16.30.30 3fferb00:ffff:3::2/64

Figure 8. Configuration Parameters: Dual-Stack |Pv6 on Router 1 and Router 2

Dual-host 1 Dual-host 2
IPv4=172.16.10.10 IPv4=172.16.30.30
IPv6 =2001:420:ffff.a:1/64 IPv6 = 3ffe:b00:ffff:3:2/64

Figure 9. Configuration on the host 1 and host 2 for the dual host configuration

Hardware Description
Intel Central Processing Unit (CPU) CPU Intel Core2 Duo 3.0 GHz
Kingston Random Access Memory (RAM) 3GB DDR2
Network Card TP/Link 100mbps
Motherboard MSI 220 appendices system
buildin VGA card

Table 1. Server Specification
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R1#sh run
Building configuration...
hostname R1
ip cef ipv6 unicast-routing
ipv6 cef
interface Tunnel 1
no ip address
ipv6 address2002:1111:1111:1111::1/128,
ipv6 enable
ipv6 router isis areal
tunnel source Serial 0/0/1
tunnel destination 172.16.20.2
tunnel mode gre ipv6
interface FastEthernet0/0
no ip address
duplex auto
speed auto
ipv6 address 2001:420:FFFF:A::1/64
ipv6 enable
ipv6 router isis areal
interface Serial 0/0/1
no ip address
ipv6 address 3FFE:BOO: FFFF:2::2/64
ipv6 enable
ipv6 router isis areal
router isis areal

Figure 10. Complete Dual Stack |Pv6 Tunnelling Configuration on Router 1

R2#sh run

Building configuration...

hostname R2

ip cef ipv6 unicast-routing

ipv6 cef

interface Tunnel1

no ip address

ipv6 address2002:1111:1111:1111::2/128
ipv6 enable

ipv6 router isis areal

tunnel source Serial0/0/1

tunnel destination 172.16.20.1
tunnel mode gre ipv6

interface FastEthernet0/0

no ip address

duplex auto speed auto

ipv6 address 3FFE:BO0O: FFFF:3::1/64
ipv6 enable

ipv6 router isis areal

interface Serial 0/0/1

no ip address

ipv6 address 3FFE:BOO: FFFF:2::1/64
ipv6 enable

ipv6 router isis areal

clock rate 2000000

router isis areal

Figure 11. Complete Dual Stack IPv6 Tunnelling Configuration on Router 2
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Figure 14. Medium Size of Data- 30MB File Transfer over IPv4
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Figure 16. Small Size of Data- 5MB File Transfer over IPv6
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Figure 17. Medium Size of Data- 30MB File Transfer over IPv6
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Figure20. Sizeof FileTransfer over IPv6 PerformanceAnalysis
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Figure21. Comparison - Sizeof File Transfer over |Pv6 and | Pv4 PerformanceAnalysis

and | Pv6 does not display much difference for both protocols, although there is a difference in terms of speed performance
(delay). Inaddition, it isalso found that theimplementation of dual stack | Pv6 affect the performance of FTP speed duringfile
transfer activities.
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5.2 Overall results—Dual stack tunnelling | Pv6in comparison to | Pv4 protocol

In thissection, we have summarised all the results based on the size of filetransfer, which wasfrom 5MB to 100M B, over |Pv6
and IPv4. From the results gathered, it can be seen that |Pv6 protocol has generated higher level of delay in comparison to
IPv4 during files transfer (refer to Figure 19, Figure 20 and Figure 21). Furthermore, the size of file transfer dataitself also
affects the speed performance on both 1Pv6 aswell ason IPv4 (refersto Figure 19, Figure 20 and Figure 21).

There are few factors which can affect and lower FTP performance during file transfer over dual stack tunnelling IPv6 in
comparisonto IPv4, which are:

i) Size of packet header — The size of packet header for IPv6 ismuch larger than I Pv4 protocol (refer to figure 22). Hence, the
implementation of 1Pv6 introduces concernswhich arerel ated to expanded packet headers. In this case, the packet header size
of IPv4isdoubled from 20 Bytesto at |east 40 Bytes of |Pv6.

i) Number of hops— Number of hops also will affect and lower FTP performance when the size of files traverse along the
network path to theintended destination/party (refer to figure 23). Theimplementation of FTP over dual stack tunnelling over
IPv6 should be considered due to following delays:serialization, packetization, coder, and propagation, dejitter buffer and
procesing.

5. Conclusion

This paper has discussed the implementation of real test bed dual stack tunnelling over IPv6 in comparison to IPv4. The
overall result from the test shows that, there is a slight but significant difference in file transfer performance between dual
stack tunnelling I1Pv4 and IPv6 protocol. Small sizefiletransfer (SMB and 10M B) will result inlower and same delay performance
for IPv4 and IPv6. Finaly, it isfound that large sizefiletransfer (90M B and 100MB above) over IPv6 will result higher level of
delay in performancein comparison to | Pv4. We can conclude that based on our findings; FTPover IPv6 will slightly lower file
transfer performance.

For future work, the study will focus on several techniques and to analyze the performance of filetransfer over wireless|Pv6
environment asfollow: i) queuing; ii) congestion avoidance; iii) header compression; iv) RSV P; and v) fragmentation. Besides,
these suggested techniques might be ableto increasefiletransfer performancein wireless | Pv6 protocol environment such as:
i) Compression: Reduces serialization delay and bandwidth required to transmit data by reducing the size of packet headers
or payloads ii) Link Efficiency: Used to improve bandwidth efficiency through compression and link fragmentation and
interleaving.
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