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Abstract: In this paper, we study the dynamic service composition becomes a decision problem on which component
services should be selected under the E2E QoS constraints. This problemis modeled is a nonlinear optimization problem
under several constraints. We have two approaches. local selection is an event strategy with polynomial time complexity
but cannot handle global constraints and the traditional global selection approach based on integer linear programming
can handle global constraints, but its poor performance renders it inappropriate for practical applications with dynamic
requirements. To overcome this disadvantage, we proposed a novel Min-Max Ant System algorithm with the utilites
heuristic information to search the global approximate optimal. The experiment results show that our algorithm is
efficiency and feasibility more than the recently proposed related algorithms.
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1.Introduction

Nowadays, the web services technologies are new solution to devel ope software foundation for next generation enterprise
and Web-based systems. Services from different providers can be integrated into a composite service regardless of their
locations, platforms, and/or execution speedsto implement compl ex business processes and transactionsthat can be provide
a promising solution for the integration of business application [1]. With growing demands, many service providers have
started to oer dierent QoS (Quality of service) service levels so as to meet the needs of different user groups, by offering
different service qualities based on user needs or service cost [2]. For composite services, one of the QoS issuesisto dene
the serviceintegration model and identify the optimal service selection to meet ausers QoS requirement. Component services
can be dynamically composed to form complex and value-added services so that the requirement of users be satisfised.
Therefore, the end-to-end (E2E) services selection isan important part of the web service composition problem [3].

In this paper, we study the dynamic service composition becomes a decision problem on which component services should
be selected under the E2E QoS constraints. This problem is modeled is a decision problem as a nonlinear optimization
problem under several constraints. The rest of this paper is organized as follows. some related works will be analyzed and
evaluated in section 2. Section 3 introduces the model system defined for service selection with E2E QoS constraints
problem. Section 4 resents our new an ant-based approach to solveit. Section 5isour simulation and analysis results based
on performance compared, and finally, section 6 concludes the paper.
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2. Related works

There are many have worked on this topic, such as: BPEL4WS (Business Process Execution Language for Web services),
Microsofts XLANG, IBMs WSFL (Web service Flow Language) , WSCI (Web service Choreography Interface), BPML
(Business ProcessModeling Language), DAML-S (DARPA Agent Markup Language) aretheindustrial standard specifications
for Web service composition. The SWORD project, FUSION framework, eFlow system, QoS-oriented framework WebQ,
SELF-SERV platform are the centralized operator, engine, coordinator to control the execution of constructed composite
services[1]. An quality driven approach to select component services during execution of a composite service presented in
[4], the authors consider multiple QoS criteriasuch as price, duration, reliability and take into account of global constraints.
The linear programming method is used to solve the service selection problem, which is usually too complex for run-time
decisions. The E2E QoS model and management architecture for complex distributed real-time system[5].

The QoS-based service selection problem aims at finding the best combination of web services that satisfy a set of end-to
end QoS constraintsin order to fullfil agiven SLA (Service Level Agreement), whichisan NP-hard problem [6]. Thisproblem
becomes especially important and challenging as the number of functionally equivalent services offered on the web at
different QoS levels increases exponentially [7]. As the number of possible combinations can be very huge, based on the
number of subtasks comprising the composite process and the number of aternative services for each subtask. The local
selection strategy in which, the candidate service who has the maximum QoS utility valueis selected for each service class
is very ecient but can not handle end-to-end QoS constraints [9]. D. Ardagna et a proposed exact search algorithms to
perform an exhaustive search to nd the best combination that satifisesacertain composition level SLA isimpractical [8]. T.Yu
et al proposed heuristic algorithmsthat can be used to find anear-optimal solution efficiently in[3]. M.Wu et al proposed the
global optimization algorithm usesinteger linear programming techniquesto nd the optimal selection of component services
for the composition [10]. However, the disadvantages of deterministic algorithmslikelinear programming are only applicable
to small-scal e problems dueto their exponential time complexity.

In[11], C.W.Zhang et al are proposed a Genetic Algorithm (DiGA) to solve the web service sel ection supporting QoS. Similiar,
S.Liueta in[12] are applied genetic al gorithm for dynamic web services selection algorithm with QoS global optimal inweb
services composition. The advantages of genetic algorithm areintelligence and global convergence. Genetic algorithm which
isinspired from the evolution of biological populationsis anon-deterministic algorithm. Although very efficient in solving
NP hard problem like service selection, the eect of genetic algorithmisvery sensitiveto its parameter setting. The Parameter-
Adaptive Genetic Algorithm (PAGA) solved the service sel ection problem presented in [13]. In[14], K.Su et a suggested an
ecient discreteinvasive weed optimization algorithm for web services selection consists two steps. First, a set of randomly
generated feasible sol utions are transformed into decimal code. Second, they utilize Gaussian diffusion to guide the population
tospread in the solution space. X.Q. Fan et al is presented a new cooperative evol ution algorithm consisting of a Stochastic
Particle Swarm Optimization (SPSO) [15] and aSimulated Annealing (SA). The Multipheromone and Dynamically Updating
Ant Colony Optimization algorithm (MPDACO) put forward to solve this problem, which includes a global optimization
process and alocal optimizing process proposed by Y.M.Xiaet a [16]. C.Zhange et al proposed the Clustering Based Ant
Colony Algorithm for Service Selection (CASS) including itsmodel and concretealgorithmin [17].

3. Serviceselection with E2E QoS constraintsProblem
3.1 Notationsand denitions
The concepts denition for service selection with E2E QoS constraints problem [18] can be dened as asfollows:

1. ServiceClass: Service cIassSJ ={ Syjr Spj oo Srri} is used to describe a set of functionality equivalent web services, where
s”.(l <i <m) represents the i™ component service in service cIassSJ .

2. Abstract Composite Service: An abstract composite service CSabstract ={S, S,....... S} can be dened as an abstract
representation of a composition request. Each task of the abstract composite service refers to a service class without
referring to any concrete service.

3. Concretecomposite Service: A concrete composite service CSisainstantiation of an abstract composite service. It can be
gained by binding each service class SJ € C Sabstract to a concrete service S

4. QoS Criteria: which can be used to describe the quality of web services, isaset of non-functional properties. QoS criteria
can be devided into several aspects such asruntime-related QoS, transaction support rel ated QoS, configuration management
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QoS, cost related QoS and security related QoS[19]. More generally, QoS criteriacan include generic QoS likeresponsetime,
price, reliability, availability etc, aswell asdomain specific QoS[18]

An extensible QoS computation model includes both the generic and domain specific criteria, where new criteriacan be added
and used to evaluate the QoS without changing the underlying model are presented in [18]. The QoS criteria of a concrete

servicescan bedened asavector Q(S) = [ g,(S) , 4y(S) vvvevrvenee q,(s) ] whereq,(s) (L<k<r) representsthe K" QoS criterion
of s. The QoScriteriaof aconcrete composite service CScan be defined asavector Q (CS) =[q,(C9), 0, (C9), ......d", (CI)],
whered’, (CS) (1<k r) representsthe k" QoS criterion of CS[18].

3.2Web Service QoSAttributes

The QoS attributes of a business process are decided by the QoS attributes of individual services and their composition
relationships. There are different ways that individual services can be integrated to form a business process. The QoS of a
concrete composite service is decided by the QoS of its component services and the composition model. The four basic
relationships are sequential, parallel, conditional and loop. Our composition model that we focusin this paper is sequential,
dueto the other model s can be transformed to the sequential model by using sometechnologieslike Critical Path Algorithm,
Hot Path, and Loop Unfolding [4].

In this study, we are considered four quality attributes as part of the Web service parameters: response time, reliability,
availability and throughput. The response time of the business processs is the sum each individual servicesj response time
at the chosen servicelevel. Thereliability of the business processsisthe product of each individual services reliability at the
selected servicelevel. Itisanon-linear function. In order to make all aggregation functionsto be linear, we can transform it
using an logarithmic function. The availability of the business processsisthe product of each individual services availability
at the selected service level. Same as the reliability attribute, we can use an logarithmic function to convert it to a linear
formulation. The computation expression of the QoS of composite services are shown in Table 1.

QoSCriteria Aggregation Function

Response Time | . (C9 =2/ 1 %ime (S)

Reliability 04 (C9=TI}_; %a(S)

Availability q,,(CS =TI}, %y (8)

Throughput q,, (CS =ming, ()
1<j<n

Table 1. Computation expression of the QoS of composite services

Criterialikerdiability, availability and throughput are positive that meansthe higher thevalueis, the higher the quality is. On
the contrary, response time is a negative criterion that means the higher the value is, the lower the quality is. We utilize the
Simple Addtive Weighting [4] technique to map the QoS vector into asingle real value for the purpose of evaluating the
quality of composite services. The utility of composite service CSiscomputed as:

L Qw0 -GKEY k(eI -0y, ®
UE9=2% Q1 0.0 &% 0K 0. K @

Inwhich, Q_; (K)and Q__ (k) represent the minimum and maximum valueof the K" QoScriterion of all possibleinstantiations
of the given abstract composite service can be computed as follows :

Quin(®) :le?aéq (s) @
Qmax (K) = zig}géqk (sij) )
<

Journal Electronic Systems Volume 4 Number 4 December 2014 117




and W, (1 <k<4) isthe weight assigned to each QoS criterion, which represents users priorities. We have the following

constraints on W

4
D w,=1,0<w,<1weR @
k=1

3.3QoS-awar e servicecomposition

The process of QoS-aware service composition can be dened as follows:

Input:Abstract composite service
O

— ™, — —
( —b—| 3 l_.‘ —{ )
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n |
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|Service discovery = »; UDDISeekda

Service class
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Output: Concrete composite service
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Figure 1. QoS-aware service composition and Graph construction

1. An abstract composite service can be stated in a workflow-like language like Process Execution Language for Web
Services (BPELAWS).

2. The discovery engine utilizes existing infrastructure like Universal Description Discovery and Integration (UDDI) or
Seekda[20] to discover several concrete servicesfor each task in the workflow by means of syntactic or semantic matching.

3. The service selection middleware selects one component service for each task. The component services selected should
maximizethe utility of composite service without violating the E2E QoS constraints

We use binary decision variables X to represent whether the candidate service S is selected or not (xij =1 means sIj is

selected, and otherwise). We can re-writing formula (1) to include the decision variables and the QoS computation expression
of composite services defined in Table 1.

The problem of QoS-aware service sel ection can be formulated as amaximization problem of the utility value[16] given by:

Q-2 205)% 5 [T Xqe)x min (2 ¢4 %, )~ Qpiy (4

_ j=1i=1 j=1 i=1 " Qmin(k)+W
e\ T o, ® 2% Q-0 ® ) Qe D=
Subject to:

Z xij=1,1£kSn (6)

i=1
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min (21,% () xij)s c, )

WhereC,, C,, C,, C, represent the end-to-end constraints on responsetime, reliability, availability and throughput respectively.
(6) means that only one concrete service should be selected for each task. From the above discussion, we can nd that QoS-
aware service sel ection problem isanonlinear optimization problem under several constraints. Our approach for this problem
ispresented in the next section. QoS-aware service selection problemis proved to be aNP- Complete problem. Deterministic
algorithmslike linear programming are only applicableto small-scal e problems due to their exponential time complexity.

4. Our approach

The Min-Max Ant System (MMAS) based on several modificationsto Ant System (AS) which aim (i) to exploit more strongly
the best solutions found during the search and to direct the ants search towards very high quality solutionsand (ii ) to avoid
premature convergence of the ants' search [21].

4.1 Construst Ant solutions
Intherst step, we generated the construct graph for services. Each servicelevel in every individual serviceisrepresented by
anode in the graph, with a cost and a benefit valuein Figure 1.

1. Each servicelevel of each individua serviceisrepresented as a node in the graph.
2.1f servicesI is connected to servicesj , al servicelevelsin s are connected to all servicelevelsin S

3. Set link cost, delay and benefit: To remove parameters from graph nodes, we add the service time and cost of the receiving
nodeto all incoming linksto the node. That is, if datais sent from s tosJ , wewill add servicetimee(sJ ;1) and costc(sJ 1)
tothelink connectedtosJ - Sofor thelink from servicelevel | of s to servicelevel IbofsJ ,itsdelay issettodij +e(sJ ,1,)and
its cost iscij +c (sJ ,1,). The benet of thelink is set to b (sJ, l,)-

4. Suppose there are k service classes in the execution plan, we add a source node (S)) and asink node (S + 1) to the graph
asshown in Figurel. For all nodesthat have no incoming edges, add links from the source node to them; the delay, cost and
benefit of theselinks are set to 0. For all vertexes that have no outgoing edges, connect them with the sink node. The delay
and cost of these links are set to be the transmission delay and cost between the service (that provides the start node of the
link) and user. The benefit of these links are set to 0.

5. For each link, according to formula (5), we can computeits utility F based on the benefit and cost of the link.

4.2 Updatepheromones

LetT ;. andT _ arelower and upper bounds on pheromone values. Weinitialize all pheromone trails to Tmax and choose
rst services hasbeen randomly chosen. For each candidate servicesj, the pheromone factor Tg, (sJ )isinitialized to ’r(sl’ S ).
Eachtimeanew services isadded to the solution §,, for each candidate servi ces, the pheromone factor TS, (sJ ) incremented
by 7(s;, S ). And the highest pheromone factor can be dened as

Tsk(s) :;T(s, s) (10
€S,

When the algorithm starts, ants can perform search in order of group that impose the lowest restriction on the next choices.
The key point is to decide which components of the constructed solutions should be rewarded, and how to exploit these
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rewards when constructing new solutions. A solution is a set of selected objects S= { S, | = 1}. Say X = 1 isthe mean
service S, is selected and the corresponding decision variable X; has been set to 1. We must constructed solutions S={x 11

....... Xinjny pheromonetrails are laid on each objects selected in S. So pheromone trail T will be associated with object

Let S bethe set of the selected objects at the K iteration. The heuristic factor S (s”. )=0,(s;) X We have unique idea of a
separate pheromone trail for services to save the ordering of services that lead to a good soIJution. The service pheromone
trail also follow aMMAS approach and initialized to the max pheromone value. Once each ant has constructed a solution,
pheromone trails laying on the solution objects are updated according to the ACO [22]. First, all amounts are decreased in
order to simulate evaporation. Thisisdone by multiplying the quantity of pheromone laying on each object by a pheromone
persistence rate (1- P ) such that 0 < P < 1. Then, pheromone is increased for al the objects in the best solution of the
iteration. When constructing a solution, an ant starts with an empty solution. At the first construction step an ant selects a
group randomly and at all thelatter steps, groups are selected according to their associated pheromone value. After selecting
agroup, the algorithm removes all the bad Candidates that violates resource constraints. The local heuristic information of
the remaining candidate objects of the services and selects an object updated following probability equation:

[Ts, ()] “[nS, (s)1”
Ps,(s) = 5] TG (1)

Y [7S, ()1 “IS (5,1

sje Candidates

inwhich, Candidates are all items from the currently selected service which do not violate any resource constraints; TS is
the pheromone factor of the dynamic heuristic information §; 7S, isthe desirability of S, -

nS.(s)=— (1)

(s j)xij
The influence of the pheromone concentration to the probability value is presented by the constant ¢, while constant 8 do
the samefor the desirability and control the relative importance of pheromonetrail versuslocal heuristic value.

TS (8) « (1-p) TS (5) +A TS (5)™ 13)

Let S be the best solution constructed during the current cycle. The quantity of pheromone increased for each
~ Tinternalbest
object is defined by
1
G (Slnternalbest) =2 nn (14)
sije Sinternalbests z Zq(sll) Xij
j=li=1

After each iteration, service pheromone val ues have much better than the original pheromonetrail for ants. The best solution
updates the group pheromone trail. All the adjacent groups get the highest amount of pheromone value that gradually
diminishes as the distance between services increases. The Candidate-groups data structure maintains a list of feasible
candidate groups which can be considered next. After each ant has constructed a solution, the best solution of that iteration
isidentified and arandom local search procedure and arandom item swap procedureisapplied toimproveit. Then pheromone
trail is updated according to the best solution. Also it maintains a database of top k solutions. After each iteration a small
amount of pheromone is deposited in the pheromone trails of the objects belonging to the top k solutions. The motivation
behind this strategy is to ensure quick convergence on good solutions and to explore better areas more thoroughly. The
algorithm stops either when an ant has found an optimal solution, or when amaximum number of cycleshas been performed.

After pheromone update, TS, (s”.) issetin[t .., T .1 Vs”. defined by:

min’
Tmaxif’rﬁ((slj) > T o

TS (S”) - { Tmiqu((Slj)e [Tmin’ Tmax] (5

Tmin if ’TSK(SU)< Tmin
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Algorithm 1 MMAS algortihm for Service Selection with E2E QoS Constraints

Initialize pheromone trails to T .., for both item and group;

TOP, orueion & (RO1d topmost k solutions};

Repeat

Sglobalbest =0

For each ant k = 1:::N do
Ant

=QO;

internalbest

Candidategroups < all the groups;
While Candidategroups #© do

q;¢:Se1ect a group from Candidategroups according to group pheromone trail;
Candidates « {SU‘E Cé that do not violate resource constraints in (6)-(9);
Update local heuristic values by equation (13);

Choose an object S;; € Candidates with probability computed by equation (11);

SkczskkJsU; Remove Cé from Candidategroups;

Endwhile

1f F(Sk) > F(Sinternalbest:) then Sint:ernalbest: <:Sk;

Endfor

1f F(Sglobalbest) < F(Sinternalbest) then Sglobalbest = Sinternalbest;

Update database and pheromone trails lower and upper bounds by T min and T o’

Until maximum number of cycles reached (N ) or optimal solution found;

The comparison time complexity of our algorithm with the recently proposed related algorithms are shown in Table 2.

Algorithm Timecomplexity

Integer linear programming oM™

Exhaustive search oMM

Monte Carlo MY (where g isan integer smaller than N)

DiGA Ofiter  *P W s (N+log(P__ *W_ )
PAGA O(iter  ®* N e L+iter L eloglL)

MMAS O(N_,*N _, *NeMeKk)

Table 2. The comparison time complexity of the dierence algorithms considered

5. Experiments and Results
5.1 Dataset and parameter implementation

There arethreefactorsthat determine the size of the QoS-aware service selection problem: the number of tasksin composite
service N, the number of candidate services per class M and the number of QoS constraintsk (1< k< 4). Inthe our experiment,
we present an experimental evaluation of our algorithm, focusing on its efficiency in terms of execution time and the quality
interms of the obtained best solution fithess value, and compareit with the recently proposed related al gorithms Exhaustive
search[8], Monte Carlo, DiGA [11], PAGA[13], SPSO [15], MPDACO[16],and CASS|[17] on different scaletest instances. We
conducted experiments using the QWS real dataset which includes measurements of 9 QoS attributes for 2507 real web
services[23]. These serviceswere collected from public sources on theweb, including UDDI registries, search engines, and
service portals, and their QoS val ues were measured using commercia benchmark tools[7]. The different scale test instances

are created and shown asin Table 3.
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Intances  #1 #2 #3  #4 #5 #6 H#7 #8 #9 #10 #11 #12 #13 #14 #15
N 5 5 5 5 5 5 5 5 5 5 10 10 10 10 10
M 4 8 12 16 20 24 28 32 36 40 50 100 150 200 250
W, 025 025 025 025 025025 025 025 025 025 025 025 025 025 025

Table 3. Main features of test instances

All algorithms areimplemented in C language and executed on a Chipset DuoCore 3.0GHZ, 4GB RAM computer. The colony
sizeof our algorithmissetasN, =50, and the other parametersare set asfollows: k=10, =1, =5,P=0:01, 7., =0.01,
Toex =8P =05,N,,_ =500. The parameters of the other three compared algorithms are set asthe same asthe original papers

(8], [11],[13], [15], [16], [17].

5.2Casestudy 1

Inthefirst experiment, weimplemented and eval uated the execution time and the quality in termsof the obtained best solution
tness value of the our algorithm and compare it with Exhaustive search [8], Monte Carlo, DiGA [11], PAGA [13], SPSO,
MPDACO, CASSagorithmson instances#1 to #10. In Figure 2(a) showsthe optimality of algorithmswith different number
of candidate services change from 4 to 40. The ratio between the optimal QoS utility value obtained by the given approach
and the optimal QoS utility value obtained by Exhaustive search approach are shownin Figure 2(b) .

10 5

== Exhaustive search
—&— Monte Carlo
—/—DiGA

PAGA
109 <—spso

—#— Exhaustive search
—a—Monte Carlo

— —DiGA

—4— PAGA
—&=5P50
—#—MPDACO
——CASS
—4—MMAS

Optimality (%)

10'4

Time processing (seconds)

10 —r T T T T T T T T T T T T 82 L R R B R B R B R B T T
#1 o#2 #3 # #5 #6 #7 #  #9 #10 #1 #2 #3 #4 #5 #6 #7 #8 #9 #10
(A) Intances (B) instances

Figure 2. Comparison time processing and optimality of algorithms considered

The results show that our algorithm is able to achieve above 98% optimality, which outperforms other approachesin Figure
2(a). Therefore, from Figure 2(b), we can sthat MMAS algorithm is faster than the other three compared algorithmsfor the
test instances.

5.3Casestudy 2

In the second experiment, werun each DiGA, PAGA, SPSO, MPDACO,CASS and MM A S a gorithmstwenty times on each
test instance #11 to #15. The termination condition for all the algorithms on each test instanceis set based on the maximum
candidate evaluation number, which isset as 3 104. The obtained best, worst, and average fitness values are given in Table
4 belows. In which, the optimal valuein the best, worst, and average case is shown in bold. The experimental results show
that the MMAS algorithm achieved good quality and stable solution than the previous approach.
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DiGA PAGA SPSO
Instance Best Worst Average Best Worst Average Best Worst Average
#11 0.1219 0.1239 0.1231 0.1219 0.1256 0.1229 0.1219 0.1241 0.1228
#12  0.1321 0.1365 0.1345 0.1319 0.1351 0.1342 0.1316 0.1347 0.1339
#13 0.1455 0.1614 0.1555 0.1459 0.1582 0.1548 0.1468 0.1573 0.1536
#14  0.1595 0.1798 0.1677 0.1563 0.1611 0.1594 0.1546 0.1561 0.1549
#15  0.1474 0.1637 0.1562 0.1427 0.1532 0.1482 0.1469 0.1519 0.1476

MPDACO CASS MMAS
Instance Best Worst Average Best Worst Average Best Worst Average
#11 0.1219 0.1237 0.1227 0.1219 0.1234 0.1225 0.1219 0.1231 0.1223
#12  0.1316 0.1342 0.1335 0.1312 0.1337 0.1332 0.1312 0.1337 0.1331
#13 0.1455 0.1501 0.1481 0.1455 0.1529 0.1481 0.1455 0.1497 0.1473
#14 0.1521 0.1562 0.1539 0.1521 0.1559 0.1533 0.1521 0.1559 0.1531
#15  0.1426 0.1503 0.1464 0.1415 0.147 0.1447 0.1415 0.147 0.1446

Table 4. Comparison of the results obtained by the dierence algorithms considered

6. Conclusion and FutureWorks

In this paper, we study the E2E QoS constraint issue for composite business processes that are built using the Web service
framework. We have presented and analysised service selection algorithms. The objective of the algorithmsisto maximize
user-defined service utilities while meeting the E2E performance constraint. We propose a MMAS algorithm to solve the
problem. We evaluated our algorithm, focusing on its efficiency in terms of execution time and the quality in terms of the
obtained best solution tness value, and compare it with the recently proposed related algorithms Exhaustive search [8],
Monte Carlo, DiGA [11], PAGA [13], SPSO [15], MPDACO [16],and CASS [17] on different scale test instances. The
computational results showed that my approach is currently among the best performing algorithmsfor this problem. Service
selection algorithms under dynamic QoS dataset is our next research goal.
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