Increasing the Lifetime of Wireless Sensor Networking Depending on Neighbors Relationship
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**ABSTRACT:** In this Paper, Low-Energy Adaptive Clustering Hierarchy (LEACH) and K-mean clustering methods were combined into a new one. In addition, by targeting nodes that are subject to threshold value and close to each other, second level clustering was done and Energy Efficient Close Nodes Clustering (EECNC) method was developed. Aim is to use only one sensor among sensors that have same range which occur in random distribution. By applying this method, having the same data repeatedly among detection process therefore, sent packet size was reduced and the energy was saved during detection.
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1. Introduction

Wireless Sensor Networks (WSNs) have extensive applications in the fields of science, environment, health, and military. Examples include plant and animal habitat monitoring, remote patient monitoring, and military defense systems. WSNs consist of hundreds or thousands of nodes, where each node has the ability to function independently. WSN nodes are small in size and need low energy. In a large geographic area, these nodes can be dispersed in a random or distributed fashion. Sensors are sometimes used in military applications, as well, such as surveillance of borders, transmitting objects or information about the enemy to other sensors and from there to the center (base station). It is therefore very important for these networks to be
dispersed, but, at the same time, to have the ability to function in coordination with other nodes and to correct themselves in case of error [1].

Wireless Sensor Networks typically consist of many small-size sensor nodes that have limited battery life, communication bandwidth, processing speed and memory space. These sensor nodes must have different sensing features (camera, temperature measurement, sound, etc.) to monitor the environment and a central base station to transfer the sensed data. WSNs are usually deployed randomly. Thus, every node should be organized in a best and productive way. Due to the random deployment, WSN has different node densities in different regions. As a result, each node needs to consume different levels of energy to communicate with their neighbors. The lifetime of a network is quickly depleted due to both different intensities and limited energy levels. At the same time, this would lead incomplete sensing or dysfunctioning of the nodes that are thrown from an area above the ground and that have a contact with a hard floor. Therefore, it is necessary to make the nodes more durable to reduce the network error to the minimum level. Usually, the network topology changes constantly and dynamically. One of the key factors in seeking a real solution to prolong the WSN lifetime is to focus on routing methods and protocols that would possibly provide the least energy consumption [2].

The fact that battery life is limited in wireless sensor networks and that recharging the batteries of thousands of sensors from a distant source is troublesome render the energy a very crucial component for the network life. Data collection becomes a burdensome issue due to the limited energy and excess information can accumulate due to intensive use of sensor nodes. Thus, clustering sensor nodes can be considered an effective way to manage such difficulties [3].

Tree-based and clustering-based are two major communication approaches in WSN. In clustering-based communication, we should group the closest elements (nodes) of the network into the clusters and select one of these nodes as the cluster head. The cluster head manages the coordination of communication between the cluster members and the other clusters. Wireless Sensor Networks typically consist of many small-size sensor nodes that have limited battery life, communication bandwidth, processing speed and memory space. These sensor nodes must have different sensing objects (camera, temperature measurement, sound, etc.) to monitor the environment and a central base station to transfer the sensed data [4].

2. Clustering Efforts in WSN

Heinzelman et al. [5] developed the concept of low-energy adaptive clustering hierarchy protocol (LEACH). The techniques of LEACH includes randomized, self-configuring, adaptive to clustering, localized control for data transfers, low-energy media access, and data processing. The LEACH protocol has many cycles but takes place in two stages: Set-up phase and steady-state phase. During the set-up phase, clusters are formed in an adaptive manner, whereas in the steady-state phase the transfer of the data takes place. LEACH uses TDMA or Code Division Multiple Access (CDMA) MAC to reduce inter-cluster and intra-cluster collisions. Cluster formation is based on many properties such as the number of sensor types, communication coverage, and geographical location. The energy consumption caused by the information aggregation from the sensor node to reach the receiver depends on the number of cluster heads and the radio signal coverage of different algorithms. Because energy consumption can be reduced by organizing the sensor nodes in the clusters.

Younis et al. [6] suggested a distributed clustering method by the name of Hybrid Energy-Efficient Distributed Clustering-(HEED), which targets transmission power. This method aims to prolong the network lifetime by distributing energy consumption and terminating the clustering process within a fixed number of iterations. They produced uniformly distributed cluster leaders and small-size clusters by minimizing the control overrun of the algorithms. HEED assumes that energy consumption is not uniform among the nodes and that all nodes have equal importance.

Lindsey et al. [7,8] developed an energy efficiency-oriented aggregation by the name of PEGASIS in sensor information systems. As compared to the LEACH algorithm, PEGASIS is a chain-based protocol that provides more improvement. Within PEGASIS, each node only communicates with its immediate neighbors and directs it to transmit to the base station. Thus, the energy consumed for each cycle is reduced. Using the Greedy Approach, the nodes are organized to form a chain (as seen in Figure 1). The base station can then calculate this chain and send it to the sensor nodes. Energy saving in PEGASIS comes at various stages compared to LEACH. First, the local data collection, the distance that most sensor nodes transmit, and the distance that most circuit nodes transmit are far less than the distance that head cluster transmits in LEACH [9]. Second, only one node sends the communication to the base station in each communication cycle. PEGASIS performs well by limiting the number of shipment and eliminating the dynamic additional loads.

It is now possible to generate sensor nodes that perform sensing and transmitting functions. However, some applications require hundreds or thousands of sensor nodes and these nodes need to use their limited disposable energies quite attentively. Undoubtedly, it is important to design efficient sensor circuits. However, developing a good routing technique at that point is an equally important issue in terms of extending network life. The direct transmission has been examined first to overcome constraints. In such a method, the sensor node senses the environment and transmits the data directly to the base station. Although the method specified provides data security, it also leads to excessive power consumption. (Especially nodes that are far from the base station) die early due to the energy spent for transmission while they are supposed to do sensing. Consequently, they leave the field abandoned [10].

The minimum transmission power technique should be used to solve the distance problem. In this technique, multi-hop transmission is used instead of direct transmission. Particularly, the nodes that are far from the base station transmit the data to the nearby stations and they transmit them to the base station so that the energy distribution is provided and the network lifetime is extended [11]. However, one of the best-proven methods to save energy in routing is clustering [12]. Accordingly, when nodes are distributed, they organize themselves and select a node as the cluster head. The task of cluster head is to aggregate the data from the other nodes in the cluster and transfer them to the base station while other nodes perform sensing. Thus, the division of labor optimizes energy loss and extends network lifetime. There are many clustering-based studies conducted in recent years. Although the cluster head selection mechanism differs between the methods, the main purpose of energy saving remains the same [13].

LEACH, PEGASIS, TEEN, APTEEN, and HEED are the most commonly used clustering algorithms. LEACH algorithm consists of three stages: signal propagation (position specification), cluster formation and sensing.

4. Problem Definition and Work Performed: EECNC

The main purpose of this study is to prevent multiple sensor nodes from sensing and generating same data due to random deployment and having the same communication distance. It is known that sensor nodes carry more than one property at the same time (e.g. heat sensation, sound, image, etc.). Some of the sensor nodes are concentrated in the same vicinity after they are
thrown into the areas that have a difficult access such as the volcanoes and the battlefield. Proximity can vary between different applications. For example, the distance for the cameras that sense a moving object differs from the distance for the sensors that collect data on temperature should be different. Clustering sensor nodes is an effective way to overcome such problems. Thus, the determination of proximity between different applications is performed under the control of the user. The objectives are to operate a single sensor that operates in the same area, to prevent transmitting the same information and consequently to achieve energy saving. Figure 2 shows the accumulation of excess data that describes the sensing area indentations and leading to energy loss.

Figure 2. Nodes in the same communication range due to random deployment

Cluster structure architecture is used to accomplish this objective. This study is conducted on LEACH cluster structure. While the nodes in the cluster formed the original cluster in the first stage, the adjacent nodes that are determined based on their location organize themselves to form the second stage cluster.

Figure 3. Nodes in the second stage cluster that keeps proximity range large
The only difference between the second stage cluster and normal clusters is that only cluster head performs the sensing and transmitting jobs and actively operates. Other nodes are in the sleeping mode. When cluster head reaches a certain threshold value, it sends other nodes a command to become active and goes to the sleep mode itself as a cluster head. Figure 3 show the cluster elements and active nodes according to the communication range.

In this study, it is aimed to extend the network life by using a random distribution of nodes in wireless sensor networks and using K-Mean clustering architecture to obtain higher energy efficiency. In the proposed study, the nodes that are located close to each other are prevented from operating at the same time using a threshold value. The clustering process consists of two stages. In the first stage, randomly distributed nodes are transformed into clusters by means of the K-Mean algorithm. Thus, data transfer from the nodes to the base is achieved with less energy loss. In the second stage, a cluster head was determined by using the neighborhood table created in the first stage and by setting up a communication between the adjacent nodes. The cluster head will start active sensing and put other nodes in the cluster into the sleep mode. The active node will command another node to be the cluster head after losing its energy and will go to the sleep mode. This will extend the network lifetime and allow different sensing areas to be specified according to different sensing needs.

5. Proposed Study

The work suggested in this study is based on the following steps:

1. Distributing the WSN nodes to start the parameters.
2. Use a network topology to measure the value.
4. Sending packets between nodes to start communication.
5. Calculating the results (e.g. network life, number of dead nodes, etc.) for EECNC method.
6. Calculating the results for other methods (HEED, PEGASIS, TEEN, APTEEN, and LEACH).
7. Evaluate performance of between methods and compare the results.

5.1 Assumptions

The simulation assumes that WSN nodes are distributed randomly, and wireless networks have the following characteristics:

1. Always have data to send.
2. Only one base station located in the middle of the network is available.
3. If the remaining energy of the node is not sufficient to send packets to the cluster head, it is considered dead.
4. Signal interference and loss are neglected.
5. Lost energy for communication depends on the distance between node and cluster head.

5.2 Simulation Result

WSN distribution and comparison is not easy in this part of the simulation because there are too many parameters to consider such as energy parameters, cluster head selection parameters, and transmission parameters. MATLAB platform is used to form different clusters according to identified methods and to compute life cycle.

5.3 Parameters

Each parameter included in the simulation is crucial for extending the life of wireless sensor network. The definition of the parameters is as follows:

1. **Packet Delivery Rate**: The ratio of the number of packets sent from the source node to the number of packets arriving at the destination node. A value close to 1 indicates higher performance.

2. **Network Life**: The sum of the time since the network deployment until the last sensor node has run out of power and no data
is available to the base station.

3. **Productivity**: One of the most important factors for performance measurement in network analysis. Correcting the incorrect packet delivery instead of resending the packet.

5.4 **Energy Efficient Close Nodes Clustering Implementation**

After specifying the number of nodes, the program will ask for the cluster area because the number of nodes in the cluster increases or decreases according to space. The program asks the proximity at the last stage. What is important at this point is to determine the purpose the distance sensor used for. Figure 4 shows the cluster elements and the central cluster head specifying the cluster field 50 units.

![Figure 4. Cluster specifying the cluster area with a radius of 50 m](image)

![Figure 5. Two-stage clustering illustration](image)
When the program starts to work, only the cluster heads of the second stage clusters and the nodes determined according to the proximity are running. As shown in Figure 5 the red lines indicate active nodes, while the black lines indicate sleeping nodes. As seen in Figure 5, nodes that only achieve the proximity form a second stage cluster (nodes connected to each with a black line form the cluster) and perform like single node. The red line indicates that the active node is communicating with the cluster head.

In order to compare the EECNC method to other clustering methods, the program performance was first measured. The application will wait for the distance to be determined to form a cluster after the number of nodes entered and the nodes are dispersed randomly in the cluster space. The determination of distance will, in turn, facilitate the determination of the number of clusters and the creation of the dynamic cluster. To form the second stage clustering the proximity will be required. Proximity will determine the number of nodes for each cluster. Each cluster is composed of 1, 2 or more nodes, but in each cluster, only one node operates at a time. The decision about the operating node is dependent on the energy level. The node with the highest energy level will be active. At the end of each iteration, the application controls whether the energy level of the active node has come to the critical point. When the energy level is too low, another node in the cluster that is in the sleep mode will be active and the old cluster head will go to sleep mode. The application detects the nodes that run out of energy (dead nodes) and add them to the counter for performance measurement. The number of dead nodes and the level of energy loss is determined in four steps at the end of each (25, 50, 75, and 100 steps).

For each method (EECNC, PEGASIS, HEED, TEEN, and LEACH) the common parameters specified in Table1. The following code shows the assignment of parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sensor nodes</td>
<td>200 count</td>
</tr>
<tr>
<td>Cluster area</td>
<td>25m</td>
</tr>
<tr>
<td>Proximity</td>
<td>5m</td>
</tr>
<tr>
<td>Area</td>
<td>200 X 200 m²</td>
</tr>
<tr>
<td>Base station coordination</td>
<td>100 X 100 m²</td>
</tr>
<tr>
<td>Energy spent on transmitting and receiving per bit</td>
<td>500 nJ/bit</td>
</tr>
<tr>
<td>Iteration</td>
<td>100</td>
</tr>
<tr>
<td>Energy for distribution</td>
<td>10*0.0000000000001 J</td>
</tr>
<tr>
<td>Transmission energy</td>
<td>50*0.0000000000001 J</td>
</tr>
<tr>
<td>Reception energy</td>
<td>50*0.0000000000001 J</td>
</tr>
<tr>
<td>Energy for data collection</td>
<td>5*0.0000000000001 J</td>
</tr>
</tbody>
</table>

Table1. Values used for 100 iterations

The results of comparison reveal that EECNC and PEGASIS show the highest performance. The LEACH algorithm is a major energy loss when used in its own form. Although the algorithm application is useful in general terms, it seems that it is not useful in terms of cost.

In order to improve the performance of the EECN method, the comparison between EECNC and LEACH, HEED, TEEN, APTEEN, and PEGASIS algorithms with less number of nodes and more energy levels was repeated in accordance with the parameters shown in Table 2 and the Results for the energy level shown in Figure 6.

Finally, EECNC showed the highest performance once again as a result of simulation with a random distribution of 200 nodes with the same algorithms. Although it continues to sense with fewer nodes, it is seen that network life in EECNC will be longer than those of other algorithms. Table 3 shows the parameters and the results from the simulation Figure 7.
### Parameters and Value

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sensor nodes</td>
<td>100 count</td>
</tr>
<tr>
<td>Cluster area</td>
<td>35 m</td>
</tr>
<tr>
<td>Proximity</td>
<td>7 m</td>
</tr>
<tr>
<td>Area</td>
<td>100 X 100 m²</td>
</tr>
<tr>
<td>Base station coordination</td>
<td>50 X 50</td>
</tr>
<tr>
<td>Energy spent on transmitting and receiving per bit</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Iteration</td>
<td>12000 iterations</td>
</tr>
<tr>
<td>Energy for distribution</td>
<td>10*0.0000000000001 J</td>
</tr>
<tr>
<td>Transmission energy</td>
<td>50*0.0000000000001 J</td>
</tr>
<tr>
<td>Reception energy</td>
<td>50*0.0000000000001 J</td>
</tr>
<tr>
<td>Energy for data collection</td>
<td>5*0.0000000000001 J</td>
</tr>
</tbody>
</table>

**Table 2. The second stage comparison parameters**

![Comparison result according to energy level between methods](image)

### 6. Conclusions and Recommendations

The purpose of this study is to achieve energy saving in wireless sensor networks by preventing sensor nodes from multiple sensing and to control communication range for different applications. To extend or shorten the communication range (e.g. the range of the nodes that are thrown into a forest to sense temperature should be longer than the range for sensing moving objects) to collect data in a more efficient way, to prevent sensor nodes from sensing the same objects or conditions are all important considerations to reduce energy loss.

In this study, a higher energy efficiency is achieved in wireless sensor networks by utilizing clustering architecture method as compared to a setting where sensor nodes are randomly distributed. In the experiment, sensor nodes that are deployed close to each other are prevented from operating at the same time using a threshold value. For simulation, MATLAB program is used.
In this study, it is aimed to extend the network life by using random distribution of nodes in wireless sensor networks and using $K$-Mean clustering architecture to obtain higher energy efficiency. In this study, the researcher aims to obtain a higher energy efficiency in wireless sensor network where sensor nodes are randomly distributed by utilizing $K$-mean clustering architecture. In the proposed study, sensor nodes that are deployed close to each other are prevented from operating at the same time using a threshold value. The clustering process consists of two stages.

In the first stage, randomly distributed nodes are transformed into clusters by means of the $K$-Mean algorithm. Thus, data transfer from the nodes to the base is achieved with less energy loss.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of sensor nodes</td>
<td>200 count</td>
</tr>
<tr>
<td>Area</td>
<td>200 X 200 m²</td>
</tr>
<tr>
<td>Base station coordination</td>
<td>100 X 100</td>
</tr>
<tr>
<td>Energy spent on transmitting and receiving per bit</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Number of bits per packet</td>
<td>4000 bit</td>
</tr>
<tr>
<td>Energy for distribution</td>
<td>$10 \times 0.000000000001$ J</td>
</tr>
<tr>
<td>Transmission energy</td>
<td>$50 \times 0.000000000001$ J</td>
</tr>
<tr>
<td>Reception energy</td>
<td>$50 \times 0.000000000001$ J</td>
</tr>
<tr>
<td>Energy for data collection</td>
<td>$5 \times 0.000000000001$ J</td>
</tr>
</tbody>
</table>

Table 3. Parameters applied to the methods for 200 nodes

Figure 7. Comparison results according to energy levels for 200 nodes between methods
In the second stage, using the neighborhood table which is created during the first stage and setting up a communication between closely located nodes, a cluster head is determined. When the cluster head is activated, other nodes in the cluster are put into the sleep mode. The active node will lose its energy after a while and then it will command another node to be active as a cluster head before it goes into sleep mode. This will extend the lifetime of the network and allow different sensing areas to be specified according to different sensing needs.

It is clear from the study that the simulated method has better energy saving than the other clustering methods and extends the network life even more. In the majority of past studies aiming at energy saving in the field of WSN, energy saving is tried based solely on clustering regardless of differences between applications.

In addition to the findings, some recommendations are presented below for future studies:

Most studies on wireless sensor networks’ energy saving via routing protocols usually focus on data collection and transmission of information to the base. However, energy saving during communication is rarely studied.

The current study focuses on prolonging the network life. It is possible to extend the findings of this study and improve it by focusing on the quality of service.
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