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ABSTRACT: This paper deals with real-time obstacle detection and tracking using multi-layer LIDAR data. We present two algorithms to cluster raw data coming from LIDAR sensors. The rst algorithm is based on a dynamic clustering approach while the second one relies on the connectivity between the laser impacts. Both algorithms take into account the inaccuracy and the uncertainty of the data sources. We propose a tracking approach based on the belief theory to estimate the dynamic state of the detected objects in order to predict their future maneuvers. The objects are then itered using an intelligent ROI that depends on a dynamic evolution area computed from proprioceptive information of the ego-vehicle. We evaluate and validate the whole chained process on real data-sets.
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1. Introduction

In the context of intelligent vehicles, obstacle detection (car, motorcycle, pedestrian...) is an essential task that must take into
account several constraints like real time, reliability, robustness and accuracy of the detection stage. In addition, it is crucial to remove the existence of false alarms. In a first step of this processing, obstacles must be accurately located in areas of interest. These areas of interest are often represented by the traffic area of the ego-vehicle (detection and identification of the current traffic lane) and/or the maneuvering zone built from the proprioceptive data. The accuracy of this obstacle detection step is important if we then want to use it to assess the dynamics of the obstacles.

Since obstacle detection and tracking is one of the most important task to ensure a fully autonomous driving, many research and industrial works have been carried out in this field using several kinds of sensors that include vision, laser scanners, radars, infrared cameras, etc. An interesting survey regarding vision (mono and stereo) is proposed in [1]. In [2], the authors present an efficient method for vehicle detection in traffic scenes based on the detection of the shadows underneath the vehicles. Concerning radar, the authors of [3] present a new and efficient tracking algorithm for a vehicle collision warning and collision avoidance system. The target-to-measurement data association is accomplished using a logic decision algorithm based on order statistics. In [4], a single-sensor tracking and multi-sensor fusion (infrared and radar data) algorithm is described. For the tracking part, an IMM filtering is applied where two Kalman filters are running in parallel and interact according to their likelihood.

The LIDAR is also commonly used in obstacle detection and tracking. For example, in [5] a description of a laser-based integrated object and road tracking is proposed. The tracking process is done using a Kalman Filter. If the lane markings are well estimated an assignment of the vehicles to the available lanes is done. In [6], a method for object detection and tracking is presented. The detection step is based on object models (shapes). In addition to the detection, the authors present a classification system that uses the characteristics of the objects and their velocities to distinguish different classes. The tracking step is realized by a Kalman filter. In [7], an interesting algorithmic chaining using LIDAR raw data is detailed. The first step is a segmentation which creates objects from the set of laser impacts. This step is top down and uses a distance threshold. After that, a feature extraction is performed in order to fit with rectangular shapes. With this detail, the system is not able to detect pedestrians and motorcycles since they do not have rectangular shapes. A data association is performed to measure the change in object position over time, and determine which new segment corresponds to which existing track. Finally, a Kalman filter is used to estimate the position, velocity, acceleration and yaw rate of each object.

LIDAR sensors are interesting because they can provide the positioning of an object with a centimetric accuracy. In addition, laser scans can be generated with a relatively high frequency for real-time operations and for active applications. Depending on the orientation of the obstacles, it is also possible to estimate the width and/or the length of an object in the scene. This gives the possibility to build a bounding box of the obstacle and, by extension, to estimate its orientation.

However, with a single layer laser scanner, the false alarm problem may occur when the vehicle suffers from pitch and roll movements. They are mainly caused by important speed changes (acceleration and braking) and by the geometry of the road surface (slope, bank angle, speed bump...). These problems generate laser impacts that hit the road. In this case, it is necessary to implement mechanisms to filter these impacts out in order to avoid considering them as potential obstacles. Contrary to this first problem, detection failure can be observed when the plane of the laser impacts goes over obstacles. Finally, the objects which are not on our traffic lane may be difficult both to detect and to filter without the construction of several areas of interest (predicted evolution area and navigation zone).

Obstacle detection using a single layer can thus be difficult without the help of additional processing. A part of the enumerated problems can now be solved using the new generation of multi-layer laser scanners. In this paper, we propose two efficient methods for the processing and the clustering of the laser impacts extracted from different layers. These approaches are independent from the impact processing order. Then, to use all the information generated by the sensor and all layers, and to ensure a robust-enough detection stage, we propose a merging and filtering strategy. In order to validate or to filter out a global object, 3 criteria will be used. These methods will be presented in section 2.

However, obstacles obtained from laser scanner data are punctual completely independent of the time. It is only a snapshot of a situation unrelated to the past time. Therefore, this single stage of detection only allows us to estimate the position of a cluster of impacts which can be seen as a potential punctual obstacle, but not its dynamics. In addition, the temporal independence of detected obstacles prevents us from filtering some remaining false alarms and bad detections. To better address these issues, it is imperative to add a module of multi-object tracking in order to obtain a temporal link between the detected objects at successive times. The output of this process then allows to generate and manage tracks. These developments are discussed in section 3.
In order to manage the computation time of this embedded application handling a set of laser scanners covering a 360° field of view, we propose a fast and efficient approach in order to generate a set of regions of interest from proprioceptive data (i.e. speed and yaw rate from the CAN bus). This ROI is useful to share the laser impacts, to identify obstacles by area, and to filter specific areas. This functionality will be presented in section 4. Finally, we propose some results, a conclusion and perspectives.

![Diagram of the global architecture of the system](image)

2. Multi-layer detection from raw laser data

2.1 Similarity operator for uncertain data management

Let recall the notion of distance:

\[ d : E \times E \rightarrow \mathbb{R}^+ \]

\[ (p_i, p_j) \rightarrow d_{ij} = d(p_i, p_j) \]

This function \( d \) must verify the following properties:

1. symmetry: \( \forall (p_i, p_j) \in E^2, d(p_i, p_j) = d(p_j, p_i) \)
2. separation: \( \forall (p_i, p_j) \in E^2, d(p_i, p_j) = 0 \Leftrightarrow p_i = p_j \)
3. triangular inequality: \( \forall (p_i, p_j, p_k) \in E^3, d(p_i, p_j) \leq d(p_i, p_k) + d(p_k, p_j) \)

Notice that the third property is optional in case of similarity/dissimilarity functions.

There exists, in the literature, a lot of distance and similarity functions that compute the proximity between two measurements, between a measurement and a cluster or between two clusters. We can cite for example: the euclidean distance, Minkowski, Manhattan, Tchebychev, Canberra, \( \chi^2 \), etc. Unfortunately, the previously cited distance functions do not take into account the accuracy of a measurement and the uncertainty of a class. The distance function must use the modeling of the variances/covariances of the measurements and the clusters. This distance function must also deal with different kind of data and models coming from different theories (probabilistic, fuzzy, ensemblist ... etc.).

\[ d_{ij} = \sqrt{(X_i - X_j)(X_i - X_j)^T} \]

\[ \sqrt{(g_i - b)(g_i - b)^T + (g_j - b)(g_j - b)^T} \]
The distance used in our algorithm is detailed in the equation (1). This function computes a distance between two clusters \( C_i \) and \( C_j \), knowing that a cluster can also be a unique measurement (a singleton).

\[
\text{distance}(X_i, X_j) = \sqrt{\left( g_i - g_j \right)^2 + \left( b_i - b_j \right)^2}
\]

where \( X_i \) and \( X_j \) represent respectively the state vectors of the two clusters \( C_i \) and \( C_j \), \( g_i, g_j \) their centers and \( b_i, b_j \) their boundaries.

### 2.2 Strategies for data clustering

We develop in this section two different algorithms for clustering the data coming from laser scanners. Using the raw data provided by the laser scanners, our aim is to find a robust clustering that provides a partition \( P = \{ C_1, \ldots, C_k \} \) where each cluster \( C_j \) characterizes an object of the scene. The scene can be divided into one or several regions of interest \( \text{ROI}_k \) for the ego-vehicle. Our partitioning algorithms are non-parametric and do not have an initial or desired number of clusters.

#### Dynamic clustering

The dynamic clustering algorithm used in this work is an iterative process that constructs clusters from a set of points coming from raw laser data. At each step, the algorithm checks if a point, or a cluster, is close to the border of a cluster. From each scan we randomly choose a data point \( p_j \) in order to initialize our first cluster and consequently the first object in the scene. For the rest of the points, we search for the closest cluster \( C_j \) in the sense of a certain distance or similarity measure \( d_{ij} \).

The algorithm 1 shows our dynamic clustering process.

#### Algorithm 1: The dynamic clustering

**input:** Raw laser scan: A set of points \( \bigcup_{i\in n} \{ p_i \} \in \mathbb{R}^3 \);

\( t_j \): the distance threshold for the association

**output:** A partition in \( k \) clusters \( P = \{ C_1, \ldots, C_k \} \)

1. Random selection of a number \( i \in \{1..n\} \);
2. \( P \leftarrow \{ \{ p_i \} \} \) // First cluster;
3. \( E = \{1..n\} \setminus \{ i \} \);
4. **foreach** element \( \in E \) do
   5. **foreach** \( C_j \in P \) do
      6. \( \text{found\_closest\_cluster} = \text{false}; \)
      7. // find the closest cluster;
      8. **if** \( d(\text{element}, C_j) < t_j \) **then**
         9. \( \text{found\_closest\_cluster} = \text{true}; \)
         10. \( C = C_j \cup \text{element}; \)
         11. return;
      12. **end**
   13. **if** not \( \text{found\_closest\_cluster} \) **then**
      14. // create a new cluster C;
      15. \( C = \{ \text{element} \}; \)
   16. **end**
5. // reduce the elements list E;
6. \( E = E \setminus \{ \text{element} \}; \)
7. **if** not \( \text{found\_closest\_cluster} \) **then**
8. Update the state vector of the cluster C;
9. \( P = P \cup C; \)
10. **else**
11. \( P = P \setminus C_j \cup C; \)
12. **end**
13. **end**
14. Return(P)
At each association step of a new laser point $p_i$ to a cluster $C_j$, several cases are possible:

- $p_i$ is not associated to an existent cluster (line 14 to 16 in 1). In this case, a new cluster $C$ is created. This cluster is represented by a state vector containing the Cartesian coordinates of the laser impact $p_i$ and a noise model given by the specifications of the laser scanner. This noise model is used to represent the uncertainty of the resulting cluster.

- In the second case, the laser impact $p_i$ is associated to an existing cluster $C_j$. In this situation, we recompute the center and variance/co-variance matrix of the resulting cluster.

After the clustering process, for each resulting cluster $C_j$, a state vector containing its variance/co-variance matrix is added. From this uncertainty, it is possible to compute more accurate information about the width and the height of the clusters as long as at least two faces of an object are visible. Figure 2 shows a result of this clustering algorithm.

Once the first step of the clustering is completed, we obtain a partition of $k$ clusters that can be considered as tracks. In order to validate the results, we apply a second pass of the same algorithm using the same distance function in order to aggregate the connected clusters having a high similarity. We show some illustrative results in figure 3.

Connectivity-based clustering approach Our second clustering method is based on laser impact connectivity. We first build a squared matrix which takes into account all the laser impacts, using the same distance measure defined in equation (1). We then...
look for mutual laser impact neighbors and merge them in the same cluster. In the case where two impacts are related (determined by a threshold $t_d$) then the corresponding cell in the matrix (row $i$, column $j$) is set to 1. If no relation is found, the cell value is set to 0. If $d_{ij} \leq t_d$ then $I_i$ and $I_j$ belong to the same object, $I_i$ and $I_j$ belong to two different objects otherwise.

This method can easily be parallelized if we are dealing with great amounts of data (e.g. Velodyne). In addition, the resulting matrix is symmetrical and thus only the upper triangle of the matrix needs to be calculated. The values on the diagonal of the matrix are set to 1. With this association step, we have built a global association matrix. From this association matrix, the second stage of our algorithm is to extract a synthetic matrix which contains the objects (the obstacles in the environment) and their association with the laser impacts. The reduction of the matrix is done recursively, by aggregating the impacts having a non-empty intersection. This aggregation step is repeated until all the impacts in the matrix have been treated or the association matrix have not converged to a constant number of lines. During this step, we are looking for paths and connected components in the sense of graph theory (our association matrix in an adjacency matrix). We detail our method in the algorithm 2. Figure 4 shows an application of the connectivity-based algorithm to the detection of pedestrians.

Multi-layer strategy In order to deal with multi-layer LIDARs, we propose a three-step strategy to cluster the raw data. In the first stage, we apply the connectivity-based algorithm on each layer, as described in section 2.2. The output of this stage is a set of objects labeled by layer. The second phase is to apply the same process but on the resulting objects from each layer. We then build a new squared matrix where the indexes of the rows and of the columns are the objects computed in the previous step. In order to make the association between the detected objects on each layer and the others, we re-apply the algorithm 2 where $I_i$ and $I_j$ refer to the objects detected for each layer as shown in the previous algorithm. The result of this approach is a new set of objects where each object is a fusion or an aggregation of closest objects coming from different layers.

In the merging step, we use the following criteria to create new objects and compute their presence confidence:

- The number of impacts per object per layer.
- The number of layers where the object has been detected.
- The total number of impacts in all the layers where the object has been detected.
Algorithm 2: The connectivity-based algorithm

**input**: Raw laser impacts: A set of points $E = \cup_{i=1,n} \{I_i\} \in \mathbb{R}^3$

$t_d$; the distance threshold for the association

**output**: A partition in $k$ clusters $P = \{C_1, \ldots, C_k\}$

1. **Initialization step**;
2. $P = \emptyset$;
3. // build the association matrix $M_a$;
4. $M_a(i,j) = 0, \forall i, j \in [1..n]$;
5. **foreach** $I_i \in E$ **do**
6.  **foreach** $I_j \in E$ **do**
7.     if $d(I_i, I_j) < t_d$ then
8.         $M_a(i,j) = 1$;
9.     end
10.    end
11. end
12. // aggregation step;
13. convergence = false;
14. **while** not convergence **do**
15.   $s = \text{size}(M_a, 1)$; // number of lines of $M_a$;
16.   **foreach** $i \in [1..s]$ **do**
17.     **foreach** $j \in [1..s]$ **do**
18.         if $M_a(i, :) \cap M_a(j, :) \neq \emptyset$ then
19.             // aggregate $I_i$ and $I_j$;
20.             $C = I_i \cup I_j$;
21.             // remove $I_i$ and $I_j$;
22.             $M_a(i, :) = \text{null}$;
23.             $M_a(j, :) = \text{null}$;
24.             // Insert $C$;
25.             $M_a(\text{size}(M_a, 1), :) = C$;
26.         end
27.     end
28. end
29. convergence = $\text{size}(M_a, 1) == 1$ OR $\text{size}(M_a, 1) == s$;
30. end
31. **foreach** $i \in [1..\text{size}(M_a, 1)]$ **do**
32.     $P = P \cup M_a(i, :)$;
33. end
34. Return (P)
3. Tracking with belief theory

The estimation of the dynamic state of an object is essential in our application in order to predict and anticipate future maneuvers and trajectories so as to avoid collision or hazardous situation. Therefore, once object detection have been achieved, a multi-object tracking algorithm is needed to estimate the dynamic state of the targets and to manage track appearances, disappearances, uncertainties and condences. The position of previously perceived objects (i.e. target) is predicted at the current time using estimators like Kalman filters. These predicted objects are already known objects (i.e. tracks) and will be denoted in what follows by track \( Y_j \). Perceived objects at the current time will be denoted by \( X_i \).

In this tracking approach, the core of the method is to achieve a target-to-track association so as to update the track set. In this context, the proposed multi-object association algorithm is based on the belief theory introduced by Shafer [8]. This theory seems to be the most ecient and relevant approach to answer this topic.

In a general framework, the problem consists in identifying an object designated by a generic variable \( X \) among a set of hypotheses \( Y \). One of these hypotheses is supposed to be the solution. The current problem consists in associating perceived objects \( X_i \) to known objects \( Y_j \). Belief theory allows us to assess the veracity of \( P \) propositions representing the matching of the dierent objects.

A basic belief mass set, allowing the characterization of a proposition, must be defined. This basic belief mass (mass \( m_j() \)) is defined on a \([0, 1]\) interval. This mass is very close to the one used in probabilistic approaches, except that it is distributed on all the propositions of the referential of definition \( 2^\Omega = \{A/ A \subseteq \Omega\} = \{\phi, \{Y\}, \{Y\}, \ldots, \{Y\}, \{Y, Y\}, \ldots, \Omega\} \). This referential is the power set of \( \Omega = \{Y, Y, \ldots, Y\} \) which includes all the admissible hypotheses. These hypotheses must also be exclusive \( Y_i \cap Y_j = \phi, \forall i \neq j \). The masses thus defined are called basic belief assignment and denoted bba. They verify:

\[
\sum_{i \in \Omega} m_i(A) = 1, A \in 2^\Omega, A \neq \phi
\]

The sum of these masses is equal to 1 and the mass corresponding to the impossible case (i.e. Conflict) \( m_i(A) = 1, \forall i \neq j \) must be equal to 0. In order to succeed in generalizing the Dempster combination rule and thus reducing its combinatorial complexity, the reference frame of definition is limited by the constraint that a perceived object can be connected with one and only one known object. For example, for a detected object, in order to associate it among three known objects, the frame of discernment is: \( \Omega = \{Y_1, Y_2, Y_3, Y_4\} \), where \( Y_4 \) means that \( X \) and \( Y \) are supposed to be the same object. In order to be sure that the frame of discernment is really exhaustive, a last hypothesis noted \( Y \) is added ([12]). This one can be interpreted as “a target has no association with any of the tracks”. In fact, each \( Y_i \) represents a local view of the world and \( Y \) represents the rest of the world. In this context, \( Y \) means that an object is associated with nothing in the local knowledge set. In our case, the denition of the bba is directly in relation with the data association applications. The mass distribution is a local view around a target \( X \) and of a track \( Y \). The bba on the association between \( X \) and \( Y \) will be noted \( m_i(X_i) \). It is defined on the frame of discernment \( \Omega = \{Y, Y, \ldots, Y, Y\} \) and more precisely on focal elements \( \{Y, \bar{Y}, \Omega\} \) where \( \bar{Y} \) means the negation of \( Y \). Each one will respect the following meaning:

\[
\begin{align*}
& m_i(X_i) (\bar{Y}) X_i \text{ is associated with } Y_j \\
& m_i(X_i) (\bar{Y}) \text{ is not associated with } Y_j \\
& m_i(X_i) (\Omega) \text{ is ignorance on the association between } X_i \text{ and } Y_j \\
& m_i(X_i) (\bar{Y}) \text{ reject } X_i \text{ in relation with nothing}
\end{align*}
\]

In fact, the complete notation of a belief function is: \( m_{X_i}^t(A) \) with \( S \) the information source, \( t \) the time of the event, the \( \Omega \) frame of discernment, \( X \) a parameter which takes value in \( \Omega \) and \( BC \) the evidential corpus or knowledge base. This formulation represents the degree of belief allocated by the source \( S \) at the time \( t \) to the hypothesis that \( X \) belongs to \( A \) [11]. In order to simplify this notation, we will use the following basic belief function notation \( m_i(X_i) (A) \). The \( t \) argument is removed because we process the current time without any link with the previous temporal data. The time link is taken into account and processed in the update stage of the Kalman filter. In this mass distribution, \( X \) denotes the processed perceived objects and the index \( j \) the known objects (track). If the index is replaced by a set of indices, then the mass is applied to all targets. Moreover, if an iterative combination is used, the mass \( m_i^t(X_i) (Y_j) \) is not part of the initial mass set and appears only after the first combination. It replaces the conjunction of the combined masses \( m_i^t(X_i) (Y) \). By observing the behavior of the iterative combination with \( n \) mass sets, a general behavior can be seen which enables us to express the final mass set according to the initial mass sets. This
allows us to directly compute the final masses without any recurrent stage. The use of a basic belief assignment generator using the strong hypothesis: an object cannot be associated and not associated to another object at the same time allows us to define new rules. These rules reduce the influence of the conflict (the combination of two identical mass sets will not produce a conflict) and the complexity of the combination [13, 14]. The rules become:

\[ m_{1,a}^\alpha \{X_i\} \{Y\} = m_j^\alpha \{X_i\} \{Y\} \prod_{a=1}^n (1 - m_{a}^\alpha \{X_i\} \{Y\}) \] (3)

\[ m_{1,a}^\alpha \{X_i\} \{Y, Y_j\} = m_j^\alpha \{X_i\} \{Y\} \prod_{a=1}^n m_{a}^\alpha \{X_i\} \{Y\} \] (4)

\[ m_{1,a}^\alpha \{X_i\} \{Y, Y_j, Y_k\} = m_j^\alpha \{X_i\} \{\Omega\} \prod_{a=1}^n m_{a}^\alpha \{X_i\} \{\Omega\} \] (5)

\[ m_{1,a}^\alpha \{X_i\} \{Y, Y_j, \ldots, Y_l\} = m_j^\alpha \{X_i\} \{\Omega\} \prod_{a=1}^n m_{a}^\alpha \{X_i\} \{\Omega\} \] (6)

\[ m_{1,a}^\alpha \{X_i\} \{Y\} = m_j^\alpha \{X_i\} \{Y\} \prod_{a=1}^n (1 - m_{a}^\alpha \{X_i\} \{\Omega\}) \] (7)

\[ m_{1,a}^\alpha \{X_i\} \{\Omega\} = \prod_{a=1}^n (1 - m_{a}^\alpha \{X_i\} \{\Omega\}) \] (8)

\[ m_{1,a}^\alpha \{X_i\} \{\phi\} = 1 - \prod_{a=1}^n (1 - m_{a}^\alpha \{X_i\} \{Y_j\}) \] -

\[ \sum_{a=1}^n m_{a}^\alpha \{X_i\} \{Y_j\} \prod_{b=1}^n (1 - m_{b}^\alpha \{X_i\} \{Y_j\}) \] (9)

\(mX(Y,.)\) is the result of the combination of all “non association” belief masses for \(X\). Indeed, new target(s) apparition or loss of track(s) because of field of view limitation or objects occultation, leads us to consider the \(Y\) hypothesis which models these phenomena.

In fact, a specialized bba can be defined given a local view of \(X\) with \(Y\) association. In order to obtain a global view, it is necessary to combine the specialized bbas. The combination is possible when bbas are defined on the same frame of discernment and for the same parameter \(X\). In a first step, a combination of \(m_j^\alpha \{X_i\} \{Y\}\) with \(j \in [1..n]\) is done using formula (3) to (8). The result of the combination gives a mass \(m_{1,a}^\alpha \{X_i\} \{\Omega\}\) defined on \(2^\Omega\). We can repeat these operations for each \(X_i\) and to obtain a set of \(p\) bbas: \(m_{1,a}^\alpha \{X_i\} \{\Omega\}\) with \(i \in [1..p]\). The pignistic probabilities \(BetP^*X(Y)\) of each \(Y\) hypothesis are summarized in a matrix corresponding to the target point of view. However, this first matrix gives the pignistic probabilities for each target without taking into consideration the other targets. Each column is independent from the others. A dual approach is proposed in order to consider the possible association of a track with the targets in order to obtain the track point of view.

The dual approach uses the same bba but combined for each track \(Y\). From the track point of view, the frame of discernment becomes \(\Theta = \{X_i, \ldots, X_n, \Omega\}\). The \(X_i\) hypothesis models the capability to manage either track disappearance or occultation. For one track \(Y_J\) the bbas are then:

\[
\begin{align*}
\text{if } Y_J \text{ is associated with } X_i & \Rightarrow m_{1,a}^\alpha \{X_i\} \{Y\} = m_j^\alpha \{X_i\} \{Y\} \\
\text{if } Y_J \text{ is not associated with } X_i & \Rightarrow m_{1,a}^\alpha \{X_i\} \{\Omega\} = m_j^\alpha \{X_i\} \{\Omega\} \\
\text{if } Y_J \text{ are not associated with any } X_i & \Rightarrow m_{1,a}^\alpha \{X_i\} \{\phi\} = m_j^\alpha \{X_i\} \{\phi\}
\end{align*}
\]
The same combination (equations (3) to (8)) is applied and gives \( m_{1:p}^{\Theta} \{ Y_j \} () \). These operations can be repeated for each \( Y_j \) to obtain a set of \( n \) bas:

\[
m_{1:p}^{\Theta_1} \{ Y_1 \} (), m_{1:p}^{\Theta_2} \{ Y_2 \} () ... m_{1:p}^{\Theta_n} \{ Y_n \} ()
\]

where \( n \) is the number of tracks and \( \Theta_j \) is the frame based on the association hypothesis for the \( Y_j \) parameter. The index \( j \) in \( \Theta_j \) is now useful in order to distinguish the frames based on association for one specific track \( Y_j \) for \( j \in [1..n] \).

A second matrix involving the pignistic probabilities \( \text{BetP}^{\Theta_j} \{ Y_j \} (X) \) about the tracks is obtained. The last stage of this algorithm consists in finding the best decision from the previously computed associations using both of the pignistic probability matrices \( \text{BetP}^{\Theta_j} \{ X \} (Y) \) and \( \text{BetP}^{\Theta_j} \{ Y_j \} (X) \). The decision stage is accomplished using the maximum pignistic probability rule. This rule is applied on each column of both pignistic probability matrices. With the first matrix, this rule answers the question which track \( Y_j \) is associated with target \( X_i \)?

\[
X_i = d(Y) = \max_j | \text{BetP}^{\Theta_j} \{ X_i \} (Y_j) |	ag{10}
\]

With the second matrix, this rule answers the question which target \( X_i \) is associated to the track \( Y_j \)?

\[
Y_j = d(X) = \max_j | \text{BetP}^{\Theta_j} \{ Y_j \} (X_i) |	ag{11}
\]

Unfortunately, a problem appears when the decision obtained from a pignistic matrix is ambiguous (this ambiguity quantifies the duality and the uncertainty of a relation) or when the decisions between the two pignistic matrices are in conflict (this conflict represents antagonism between two relations resulting each one from a different belief matrix). Both problems are solved by using an assignment algorithm known under the name of the Hungarian algorithm [9, 10]. This algorithm has the advantage of ensuring that the decision taken is not good but the best. By the best, we mean that if a known object has been perceived by a defective or poor sensor, then the sensor is unlikely to know what this object corresponds to, and it therefore becomes difficult to ensure that the association is correct. Among all the available possibilities, we must certify that the decision is the best of all possible decisions.

Once the multi-object association has been performed, the Kalman filter associated to each target is updated using the new position of the target. The new dynamic state of each target is estimated, i.e. both linear and angular speeds.

4. Tools and filters for real time autonomous driving

4.1 Dynamic evolution areas

The raw data provided by the laser scanner represents a one-time view of the surrounding environment. However, in this environment, we are generally interested in what happens on the road surface area and especially what evolves above the road surface. These two points mean that we need to filter impacts coming from laser frames to remove unneeded impacts from the obstacle detection phase.

![Figure 5. An example of the decomposition of the surrounding space into 6 ROIs](image-url)
To eliminate the hazardous impacts, a predicted evolution area of the vehicle is used. The generation of this area is based on proprioceptive data coming from embedded sensors (INS or odometer). From these sensors, we use the yaw rate and the velocity information of the ego-vehicle in order to generate its potential future positioning. The range of this Region of Interest is fixed with a time value which allows us to adapt the filtering to specific situations (Warning, hazardous, safe areas).

In our case, we consider 6 areas of interest around the ego-vehicle, corresponding to specific traffic zones and potential maneuvers. These regions are shown in figure 5. In this figure, 3 frontal zones (left, middle, right) and 3 rear zones can be observed. In the decomposition that we have chosen, the right and left lateral areas are shared by both the front and rear areas of interest. The number of ROIs can easily be expanded.

4.2 Modeling of an area

Our areas of interest are built from vehicle dynamics observers (the yaw rate $\omega$ (rad/s), the longitudinal velocity $v$ (m/s)) and a time range $S$ (s). In the case of a stationary ego-vehicle (which would thus give an empty interest area), it is necessary to set a minimum speed (e.g. a few m/s) in order to always have a non-empty area (0 m of distance range). This is important when the vehicle is waiting at a stop sign or at a traffic light. Then, according to the desired shape of the region of interest, we tune the near-half width $nd$ and the far-half width $fd$ (see figure 6).

In addition to these lateral parameters, the translation and heading (front, rear) parameters allow us to position the region of interest in the vehicle environment. From all these parameters, two variables are calculated: the radius $\rho$ and the maximum angle $\theta$. The radius of the circular arc representing the potential vehicle trajectory is obtained with $\rho = \frac{v}{\omega}$. The distance covered on this circular arc in 1 second is given by the equation: $D = \rho \times \omega \times S$. The angle corresponding to the distance on the arc in $n$ seconds is obtained from: $\theta = \frac{D}{\rho}$. By replacing $D$ and $\rho$ by their respective definitions, we obtain: $\theta = \frac{v \times \omega \times S}{v}$. If $\omega$ is negative then $\theta = -\pi + \theta$. If the heading of the region of interest is oriented towards the rear then $\theta = -\theta + 2 \times \pi$.

This information, which identifies the processed circle quarters, allows us to calculate the coefficients of the polynomial modeling the circular arc. Then, depending on the heading (front and rear) of the area of interest, we build this area with a second-order polynomial, which gives us:

- In a front area case: $a = f_d \frac{n_d}{\theta_{n} - \theta_{s}}$, $b = f_d \frac{\theta_{n} - a}{\theta_{n}}$.
- In a rear area case: $a = \frac{n_d}{\theta_{n} - \theta_{s}}$, $b = f_d \frac{\theta_{n} - a}{\theta_{n}}$.
Finally, the ROI provided to the laser-impact filtering module is built from the following set of parameters: $ROI = [\theta, \rho, [a, b], h, [\theta_{inf}, \theta_{sup}], T]$, with $\theta$ the angle, $\rho$ the radius, $a$ and $b$ the polynomial coefficients, $h$ the heading of the ROI, $inf$ and $sup$ the limits of the used quarter circle, $T$ the lateral translation of the ROI. These parameters can now be used to filter laser data knowing by applying the two following equations: $\rho_{impact} = \sqrt{(x + \rho)^2 + y^2}$ and $\alpha = \arctan \frac{y}{x + \rho}$.

An impact is validated as present in an area of interest if it validates the 2 following propositions:

1. **Validation test for the longitudinal distance:**
   - If $\alpha \in ]\pi/2, 3\pi/2[$ then $\rho_{impact} = -\rho_{impact}$
   - The impact is validated if $\alpha \in [\theta_{inf}, \theta_{sup}]$ or $\alpha + 2\pi \in [\theta_{inf}, \theta_{sup}]$

2. **Validation test for the lateral distance:**
   - First, we calculate the distance between the radius of the ROI and the radius of the laser impact:
     $d^2 = (\rho_{impact} \cos \alpha - (\rho + T) \cos \alpha)^2 + (\rho_{impact} \sin \alpha - (\rho + T) \sin \alpha)^2$
   - Then, we calculate the lateral range depending on the coefficients of the polynomial and the angle given by the impact: $l = a \times \alpha + b$
   - The impact is validated if $d \leq l$

5. **Experiments and discussion**

We validate our approach on a real experiment presenting urban, peri-urban and highway environments in an open-road context. Our vehicle is equipped with 5 4-layer IBEO LUX LIDARS located so as to cover 360° around the car. This sensors are running at 25 Hz, that is they deliver a new set of data each 40 milliseconds.

5.1 **Evaluation of the detection, tracking and filtering**

![Figure 7. (Top) Target detection and tracks using one layer. (Bottom) Target detection and tracks using two layers](image)
We propose, here, to study the effect of the number of layers on the validation of a target.

In this example, the ego-vehicle is overtaken by another vehicle coming from the left and reaching the ego-lane in front of the ego-vehicle. The roadsides are composed of tall grass creating clutter that can generate false alarms.

In the following figures, the points correspond to the relative position of targets to the ego vehicle. Arrows represent targets and circles, tracks. The color of the circle outer ring is the identifier of a track. The four graphs depict the effect of using respectively 1, 2, 3 and 4 layers to validate targets.

As we can observe, the increase in the number of layers used to validate targets leads to drastic improvements: noisy tracks generated by the grass on the roadsides and tracks generated by the road surface are removed. When three layers are used to validate targets, the noise is almost totally filtered.

Nevertheless, a drawback of using a multi-layer target validation is that, due to the vertical angle between the layers, long distance detection can be affected. Indeed, when a vehicle is sufficiently far away from the ego-vehicle (more than 50m), very often, there only is one layer reaching it, the others being too high or too low compared to the vehicle height. We can observe that the overtaking vehicle is being detected up to 45m using one layer instead of 37m using the four layers.

From these observations, validating targets with an adaptive function so as to be more efficient would be an interesting solution. This function would adapt the values of the 3 criteria (number of layers, numbers of impacts by layer, impacts for selected layers) according to the detection distance in order to get the optimal compromise between clutter filtering and detection range.

![Figure 8. (Top) Target detection and tracks using three layers. (Bottom) Targets detection and tracks using four layers](image-url)
5.2 Evaluation of the execution time

We examine here the execution time of the most important blocks of our architecture that are: The laser impact sharing which affects each laser impact to a ROI, the detection and the tracking step.

![Figure 9](image)

Figure 9. (Top) The execution time and (bottom) the associated histogram for generation of ROI and the affectation step obtained from a sequence of 10 minutes in real traffic situations.

Figure 9 shows the execution time for generation of ROI and the affectation step obtained from a sequence of 10 minutes in real traffic situations, the average execution time of these two steps is around 10 milliseconds.

The figure 10 summarizes the time execution and the associated histogram for the steps of detection and tracking. We can observe some peaks on the Top graph coincides with crowded situations like intersections and traffic lights with a lot of obstacles surround the vehicle, the average execution time for this step is 95 milliseconds. We must mention that this step can be computed in parallel such that we can divide the execution time per the number of the desired ROI.

6. Conclusion

We have proposed a new perception architecture involving adaptive obstacle detection and tracking with dynamic Region of Interest (ROI) generation. In order to improve the detection stage, we have proposed an algorithmic strategy to deal with multi-layer laser scanners. The approach is based on two different algorithms to cluster the raw data. The first one is based on a dynamic clustering approach while the second one is base on the connectivity between the laser impacts. Both take into account the inaccuracy and the uncertainty of the data sources. In order to manage and estimate the speed of obstacles, a tracking method has been added. This innovative method, based on the belief theory, allows us to take into account the data imperfections and to identify the ambiguous and conflicting situations. Moreover, this tracking method manages efficiently
track appearance, disappearance, propagation and re-association. Finally, a new method is presented to divide the road surface into six Regions of Interest using the proprioceptive information coming from the CAN bus.

![Figure 10. (Top) The execution time and (Bottom) the associated histogram for detection step obtained form a sequence of 10 minutes in real traffic situations](image)

Our approach was tested and validated on a real experiment. The obtained results are very encouraging. The ROI generation provides an efficient way to reduce the computational time and offers a high level view of what is happening in the environment.

In the future, we will extend our approach to build a local dynamic perception map taking into account the other elements of the road scene. We plan to introduce some cooperation mechanisms between these elements to ensure a robust and reliable perception task for the planning stage. In this case, the use of the road surface sharing will be very useful to help the decision module to take the right decision at the right moment with the relevant information.
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