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ABSTRACT: It has been demonstrated through simulation and experimental studies that TCP protocol suffers from a
significant drop of performance when communicating over wireless networks. In general, packets can be lost for three
main reasons: 1) Congestion 2) Link failure due to node mobility, and 3) Losses due to transmission errors. However, TCP
doesn’t distinguish between these three types of packet losses. It considers any packet loss as a sign of network congestion;
and therefore triggers its exponential back off as a mean to control congestion. In this paper, we study the impact of
providing TCP with explicit information extracted from the physical, link and network layers to make it possible to
identify the cause of the packet loss. There are three information of interest to this study: maximum probability to drop a
packet, signal strength of the wireless node, and explicit handover notification when the mobile node transits to a new
access point. We show in the experimental section that by providing TCP sender with only the information regarding the
queues states, the performance can be improved by 500% over a lossy wireless link (with 60% error rate).
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1. Introduction

Many solutions have been proposed to improve the performance of TCP protocol over wireless networks. In [7], Holland et
al. showed an improvement of the TCP throughput when explicit link failure notification (ELFN) is used to notify the sender
of route failures. In [5], the authors suggested to freeze the TCP state upon receiving an ELFN notification. Therefore, after
a new route is established, TCP sender resumes operation using the old parameters instead of the default parameters of the
congestion window and RTT. While this prevents undesirable timeouts from occurring, we believe that this solution may not
be suitable in case the new route has different characteristics (BER, delay).

Explicit feedback has been widely proposed in literature as a mechanism to provide the TCP sender with information about
congestion [6], transmission error in wireless links [2], and link failures due to mobility [3]. These solutions enhance TCP with
mechanisms that can distinguish congestion losses from random errors and link failures. A particular solution that is of
interest to this work is presented in [9]. Sundaresan et al. proposed ATP protocol and compared its performance with regular
TCP and TCP-ELFN. ATP relies on feedback not only from the receiver, but also from the intermediate nodes in the connection
path. Intermediate nodes set the value of the maximum delay experienced by the packet at intermediate nodes. This information
is sent back to the sender as a field in the ACK message. Using this extra information, the TCP sender can provide efficient
connection and congestion controls. According to their simulation studies, ATP outperforms regular TCP and TCP-ELFN.
However, we believe that providing the sender with the maximum delay experienced at intermediate nodes is of little value
since the RTT takes into considerations all delays experienced by the packet.
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This paper is organized as follows: After a brief introduction in section I, section II presents few techniques to improve TCP
performance. We discuss the proposed scheme in section III. Experimental results are provided in Section IV and finally,
conclusions and plans for future work are provided in Section V.

2. Related Work

Mobility has the most significant impact on TCP performance. According to [8], TCP achieves only about 10% of the
reference throughput in highly mobile scenarios where node speed is 20 m/s. On the other hand, congestion and moderate
channel errors have less impact on TCP, with less than 10% performance drop compared with the standard TCP. This is due
to the fact that TCP is unable to distinguish between congestion, link failure and transmission errors, and hence reduces its
sending rate for all errors, assuming congestion exists in the connection path. Various TCP schemes have been proposed to
improve TCP performance over complex wireless networks including end to end solutions and cross layer information
awareness. In most of these solutions, the receiver sends back feedback to the sender to improve the “visibility” of TCP
regarding the cause of packet losses.

We present in this section a brief literature review to present few techniques to improve TCP performance over wireless links.
Most of the works discussed in this section proceed by sending cross layer information back to the sender. This information
is usually collected by the transmitted packet and sent back to the sender piggybacked on the ACK packet.

In [4 ], based on the fact that the smaller TCP ACK packets consume channel resource, the authors proposed a new ACK
technique to reduce the number of ACKs sent by the receiver. The sender appends the current CWND to the TCP packet. The
receiver sends an ACK only if: ACK-delay timeout occurs or number of received-but-unacknowledged packets equals cwnd.
According to their simulation results, this solution improves TCP performance by 205%.

In [10], the authors observed that the change of the RTT between consecutive packets can represent the situation of network
congestion. The receiver determines the reason of packet loss according to the cumulative change of time interval of
consecutive packet, and notifies the information to the sender by setting Explicit Loss Notification (ELN) bit of ACK packet.
The sender decides to backoff if ELN=0, otherwise it considers the packet is lost because of link errors. This technique
improved TCP performance by 30%.

Instead of cutting the congestion window to half (like standard TCP), the proposed scheme in Congestion Window Action
delays the cut decision until TCP receive all duplicate acknowledgment for a given window of data (packets on flight) [1].
This will give TCP a clear image about the number of drops from this window. The congestion window size is reduced only
by number of dropped packets. Experimental results showed an improved TCP performance improved by 50%.

In [11], Yu presents two mechanisms: early packet loss notification (EPLN) and best-effort ACK delivery (BEAD). In EPLN,
nodes in the path of the TCP packet notify the sender about losses so that TCP can retransmit lost packets earlier. In the
second mechanism, BEAD, ACKs for lost ACKs are retransmitted in a best-effort way. Compared with TCP-ELFN, simulation
results showed that EPLN and BEAD not only significantly improve TCP throughput but also considerably reduce TCP
timeouts.

3. Boosting TCP with Cross Layer Information

In order to enhance TCP, we propose to provide TCP sender with the following information:
• Maximum probability of dropping a packet.
• Signal Strength of the mobile node.
• Explicit Notification of a hand over.

These information is piggybacked as options in the ACKpackets.

3.1 Maximum Probability of Dropping a Packet
Upon reception of a packet, an intermediate node (router) calculates the probability to drop the packet according to a specific
congestion control scheme (RED, DSRED, etc). Based on this calculated probability the packet is marked for queuing or
discarding. In our scheme, the intermediate node updates the field that stores the maximum probability to drop the packet if
the value of this field is lower than the calculated probability.
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3.2 Signal Strength
The signal strength is available with each received packet (pre-pended to the frame as a control header by the firmware). This
information can be used by the sender to infer the error rate of the link at the receiver’s vicinity.

3.3 Explicit Notification of a hand over
Before a mobile node enters the hand-over phase, it sends a notification to the sender. Using this information, the sender can
freeze its state until a new notification is received from the mobile host.

Combining these three crucial information (maximum probability to drop a packet, signal strength and hand-over information),
TCP protocol can efficiently estimate the rate of the communication (Congestion Window) and the timers (RTO) associated
with it.

We studied the performance of TCP protocol when the maximum probability to drop a packet is sent back to the receiver. The
algorithm to react to a packet loss is illustrated in Figure 1

Figure 1. Modified TCP Sender Slowdown Algorithm

Upon reception of a duplicate ACK packet, the TCP sender checks the value of maximum probability to drop a packet that
was collected by the transmitted packet in its way to the destination. If this value is higher than a certain threshold, 75% in
our experimental study, it will trigger the slowdown algorithm. If the maximum value is lower than the threshold, the TCP
sender assumes that the packet loss is due to link errors, and therefore there is no need to trigger its exponential back-off
algorithm.

4. Experimental Analysis

The simulation environment is illustrated in Figure 2.

Figure 2. Simulated Network

We simulated the network with two TCP versions: Tahoe and Improved Version based on the maximum probability to drop a
packet.
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We introduced gradually different error rates and measured the achieved throughput. Table 1 and 2 show the values of
throughput for different error rates. We note that we repeated the measurements 5 times with different random seed values.

Table 1. Achieved TCP Throughput (Original TCP Tahoe)

Table 2. Achieved TCP Throughput (Boosted TCP Tahoe)

As illustrated in figure 3, the performance of the original TCP and Boosted TCP are comparable for small error rates.
This can be explained by the fact that channel errors are not main source of packet losses. However, when the channel error
rate increases, the gain in performance is considerable. According to the values, the performance is improved by more than
5 times.

5. Conclusion and  Future work

In this paper, we analyzed the impact of cross layer information on the performance of TCP protocol. We observed that by
simply appending the maximum probability to drop a packet calculated at the level of each router and sending it back
to the source, the TCP performance can be increased by 500% for highly lossy wireless links.
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As future work, we are interested to study the impact of the remaining two cross layer information on the performance of TCP
protocol.
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Figure 3. Performance Gain of Boosted TCP


