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ABSTRACT: The majority of learning systems usually assume that training sets are balanced, however, in real world data

this hypothesis is not always true. The problem of between-class imbalance is a challenge that has attracted growing

attention from both academia and industry, because of its critical influence on the performance of learning systems. Many

solutions were proposed to resolve this problem: Generally, the common practice for dealing with imbalanced data sets is to

rebalance them artificially by using sampling methods. Unfortunately, these methods can’t give a high performance of

learning. In this paper, we propose a new method based on Sample Selection (SS), to deal with the problem of between class

imbalance. We consider that creating balance between classes by maintaining those examples located near the border line

improves the performance of the classifier. To reduce the computational cost of selecting all samples, we propose a clustering

method as a first step in order to determine the critical centers, and then select samples from those critical clusters. Experimental

results with Multi-Layer Perceptron (MLP) architecture, on well known Intrusion Detection data set, show that our approach

allows to attend the precision of Boosting methods, that we will explain how it can be considered like a SS method.
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1. Introduction

The growth of raw data caused by the development of sciences and technologies has created an immense opportunity to

improve data engineering. The problem of imbalanced data emerged as more and more researchers realized that their data sets

were imbalanced and that this imbalance caused suboptimal classification performance.

In recent years, the imbalanced learning problem has generated a significant amount of interest from academia, industry, and

government funding agencies. The main problematic was and still to find a classifier which can learn from an imbalanced data

without ignoring the minority class. To deal with this class imbalance problem, many solutions were proposed, such as the case

of sampling methods, cost function method, kernel based method and active learning method [1], [2], [3]. Sampling methods still

the most widely used method to deal with the problem of imbalanced class [4]. Instead of the problem of imbalanced data, the

approximation of the misclassification error used in the learning system can also contribute negatively in decreasing the

accuracy and the quality of learning. That is why a different method of sample selection has been proposed to deal with this

Balancing Distribution of Intrusion Detection Data Using Sample Selection
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problem [5], [6]. The main idea of SS methods is to focus training on those samples with most difficulty (Samples which are close

to the border or having a big error) [5].

SS can be an alternative to random sampling methods as selection is focused on critical examples, and the balance between

classes is achieved by keeping just the most important examples for majority class.

However, SS is still presenting the drawbacks of high computational cost involved in the process of selecting examples. To deal

with this inconvenient we propose a clustering method and select critical centers instead of selecting samples. Another method

to apply techniques of sample selection is to use Boosting methods for improving the accuracy of learning.

Another way to improve performance of learning is using Boosting techniques which use a consolidation of weak classifiers to

find a strong one. We show in this paper how Boosting can be considered as a SS method. In this way, we compare the results

of the proposed approach with those of Boosting.

We dedicate a particular interest to Intrusion Detection System (IDS), where in general, the number of fraudulent operations

causes an imbalanced distribution.

We start this paper by presenting the IDS, in section 2, and we introduce in section 3 the problem of imbalanced data, with a

quick overview on the solutions proposed in the literature. In section 4 we give a summary about the use of SS methods in

classification problem, and we present our method, in section 5 an overview about Boosting techniques. We then describe the

data set in section 6, and we reserve section 7 to present experimental results. Finally, in section 8 we conclude the paper and

outline future research.

2. Overview about Instrusion Detection System

An Intrusion Detection System (IDS) is defined as a protection system that monitors computers or networks for unauthorized

activities based on network traffic or system usage behaviors. In response to those identified adversarial transactions, IDS can

inform relevant authorities to take corrective actions.

There is a large number of IDS available on the market to complement firewalls and other defense techniques. These systems are

categorized into two types of IDS, namely (1) misuse-based detection in which events are compared against pre-defined

patterns of known attacks and (2) anomaly-based detection which relies on detecting the activities deviating from system

“normal” operations. Intrusion detection is a binary classification problem, a deal match normal connections or intrusion, hence

the necessity of methods and classification algorithms.

Since the number of data that an IDS needs to examine is very large even for a small network, analysis is difficult even with

computer assistance because extraneous features can make it harder to detect suspicious behavior patterns [7]. IDS must

therefore reduce the amount of data to be processed. This is very important if real-time detection is desired. Reduction can occur

by data filtering, data clustering and feature selection. In our purpose, we will be interested by the last technique, where in

complex classification domains features may contain false correlations, which hinder the process of detecting intrusions.

Furthermore, some features may be redundant since the information they add is contained in other features. Extra features can

increase computation time, and can have an impact on the accuracy of IDS. Feature selection improves classification by

searching for the subset of features, which best classifies the training data [8].

3. The Problem of Imbalanced Data

Different aspects can influence the performance achieved by existing machine learning. It has been reported that one of these

aspects is related to class imbalance in which there are many more instances of some classes than others. The imbalanced

learning represents a recurring problem of high importance because of its implication in various fields, it is prevalent in many

applications, including fraud/intrusion detection, risk management, medical diagnosis/monitoring [2], [9].

Since 2000 , the imbalanced learning problem has drawn a significant interest that gave rise to two workshops held in 2000 and

2003 at the AAAI and ICML conferences, respectively [10]. Most standard algorithms assume balanced class distribution or

equal misclassification cost, that’s why learning algorithm often fails to generalize inductive rules over the sample space when
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presented with this form of imbalance. In such cases, standard classifiers tend to be overwhelmed by the large classes and

ignore the small ones [10], [11]. The justification should be clear: For instance, 90% of the data are from one class, for most

realistic problems a learning algorithm will be hard pressed to do better than the 90% accuracy achievable by the trivial classifier

that labels everything with the majority class Proposed solutions:

A number of solutions to the class-imbalance problem were previously proposed both at the data and algorithmic levels. At the

algorithmic level, solutions include Cost sensitive learning which assigns a high cost to misclassification of the minority class,

and try to minimize the overall cost [1], [2]. And Kernel-Based methods that use the theories of statistical learning and Vapnik-

Chervonenkis (VC) dimensions in order to mmaximize the generalization [2].

Other solutions try to adjust the probabilistic estimate at the tree leaf (when working with decision trees), or adjust the decision

threshold, and recognition-based (i.e., learning from one class) rather than discrimination-based (two class) learning [12].

Those methods generally provide a viable alternative to sampling methods which are the most useful solution of the imbalance

problem. These techniques that work at the data level, include many different forms of re-sampling such [4], [2]:

• Random Oversampling and Undersampling: The principle of these methods is to add (oversampling) or remove (undersampling)

entities selected in a random manner [13], [2]. Even if these methods are very simple, it introduces a set of problematic

consequences. For undersampling methods, removing randomly examples from majority class can cause missing of important

concepts. On the other hand, the oversampling can increase the risk of occurring over-fitting, because it makes exact copies of

the minority class examples [2], [12].

• Informed Undersampling: The main idea of these methods is to sample multiple subsets of the majority class, train an ensemble

from each of these subsets, and combine all weak classifiers in these ensembles into a final output. Two examples of informed

undersampling that have shown good results are EasyEnsemble and BalanceCascade [2]. The difference between these two

ways of sampling is that the EasyEnsemble samples independent subsets, while BalanceCascade uses trained classifiers to

guide the sampling process for subsequent classifiers [13]. An apparent weakness of these methods is the lack of comprehensibility

[13].

• Synthetic Sampling with data generation: Synthetic sampling or synthetic minority oversampling technique (SMOTE) consist

to create artificial data based on the feature space similarities between existing minority examples. Because it generates the same

number of synthetic data samples for each original minority example and does so without consideration to neighboring example,

SMOTE causes in general problem of over generalization [2].

There are other types of re-sampling solutions which were proposed, and which provide an improvement of precision of

learning, such as Adaptive Synthetic sampling and Cluster-Based Sampling Method [2].

These solutions cause in general problems of overlapping, redundancy or over-learning [2]. But they are still the most used ones

because of their computational cost and performance.

4. Sample Selection and the Proposed Method

4.1 Related works

The classical learning algorithms of NN generally use all the training set to adjust the weights of the network without taking into

account the contribution of every sample in the training, considering by this approach that all the samples have the same

contribution in the definition of the border. However, in practical cases, in which sometimes the data base is oversized, the use

of all training set is computationally expensive, or can prevent the training to converge to an acceptable minimum.

At the end of Eighties new works emerged in the literature, to deal with those problems, called Sample Selection techniques (SS)

[14] [15]; such works took as point of practices the capacity of the NN to learn from examples, which was considered as a

beginning of a line of works that gave fruitful results in several fields of application[17]. The main idea of these techniques is that

the convergence of learning will be accelerated when a selected sample are presented in learning than a random one [16].

SS methods consist in dividing, implicitly, the training set in samples that contribute to the definition of the border (those that
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will be used to update the weights of the classifier during training), named “critical ” samples, and other redundant ones that

do not give any information during the training.

The process of SS has different objectives, according to the type of the NN and problem. [5] says that SS, or sample editing

techniques can resolve problems of approximation by estimating the adequate measure of classifiers quality: The misclassification

rate, by paying more attention to samples that are more important and have a potential participation in the definition of the

classification borders.

However, techniques of SS suffer from some limitations; one of the most outstanding aspects is the problem of selecting

samples which are “critical ”: This choice will depend, in general, on the classifier used, and an arbitrary preliminary classifier

could introduce an unacceptable dependence on this preliminary selection [17].

Denker and Huyser show that for a well chosen MLP architecture, a training set samples formed only by examples near the

border is sufficient to ensure a good generalization [14], [15]. In [18] a criterion of nearest neighbor is used to distinguish

examples that generate confusion, intuitively, a sample that has a nearest neighbor belonging from other class is probably near

to the border. In 1991 and 1994 Zhang proposed a new method of SS named Incremental Selection in which the sample of training

is growing by the learning [19], [20], [21], [22].

Another method of selecting critical samples proposed by Cachin  named “Pedagogocal Pattern Selection Strategies” that

favorize the selection of samples having high error [23]. Munro [17] says that it is better to apply more frequently the samples

that are more difficult to learn; generally, they are those samples near the boundary and showing a high error.

One alternative is to reduce the size of the selection problem by means of clustering [6]. The approximation proposed in [6]

combines techniques of clustering and new criterion of SS giving rise to a new method of SS.

4.2 The proposed method

The proposed method aims at improving the performance of classifier by balancing the data base. We realize an Undersampling

of data set by applying a SS method on a critical clusters, in order to train the classifier using the examples the most difficult to

learn.

In [6] SS is used to construct a classifier, by selecting their parameters. In particular, they select centroids that will be used as

centers of RBF function; meanwhile in our procedure, we select examples within critical centroids. By this way, we provide a

balance between classes.

We can summarize the proposed method in two steps:

First step: Determining the critical centroids

Using a Vectorial Quantification (VQ) of data we determine centers of cluster for each class, followed by a Supervised Learning

for Clustering by applying Kohonen’s LVQ3. This method can reduce the computational cost of the procedure by working with

the centroids instead of using the whole database. Once the centers of each class are determined, the process select critical

centroids in two steps:

• The closest opposite pairs: This step is to determine the closest opposing pairs; by this way, one local border corresponds to

the middle of each opposite pairs [24]. All the centroids are visited, and, for each one, the nearest centroid of the other class is

determined. When two centroids of different classes are the nearest in both senses, both are included in the first group of critical

centroids [24]. Considering C1 and C2 two sets formed by centers of positive and negative class respectively. To construct the

set of nearest opposing pairs, we firstly determine P1, the set of nearest centers for C1, then we define P2 the set of nearest

centers for C2. The final set of closest opposite pairs is the intersection between P1 and P2.

As the figure can show, defining the boundary according only to the closest opposite pairs can sometimes cause a misclassification

of other centers. In this case we pass to the second step.

• The rest of critical centers: We constitute a new set of centers by including the center not correctly classified nearest to a

critical center from the opposite class. We repeat this process until all centres are correctly classified.
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Figure 1. Selection of the closest opposite pairs

Figure 2. Correction of the classifier

As is shown in figure 2, by adding the rest of misclassified critical centres we correct the boundary and ensure that all the

centres are correctly classified.

The second step: Selection of examples from the critical clusters.

This step consists on selecting samples that are difficult to learn from the critical cluster. We update the training sample by

eliminating samples having small error from critical cluster of majority class. By this method we provide a focused under-

sampling of data. Another method of selecting examples is to choose those that generate confusion.

In this paper, experiments were realized by whole examples from critical clusters in order to keep balance between classes.

Unfortunately, this approach has some apparent drawback like the use of some additional parameters, e.g., initial number of

centroids (for each class), clustering parameters, number of selected samples per cluster, etc. All of these are known problems

with a variety of solutions that we will try to explore in our experiments.

5. Boosting Techniques

5.1 Theorical aspect of Boosting

Boosting is a method of finding a highly accurate hypothesis (classification rule) by combining many “weak ” hypotheses, each

of which is only moderately accurate. Typically, each weak hypothesis is a simple rule which can be used to generate a predicted

classification for any instance [25]. Kearns and Valiant were the first to pose the question of whether a “weak ” learning

algorithm which performs just slightly better than random guessing in the PAC model can be “boosted ” into an arbitrarily

accurate “strong ” learning algorithm. Schapire came up with the first provable polynomial-time boosting algorithm in 1989. A

year later, Freund developed a much more efficient boosting algorithm which, although optimal in a certain sense, nevertheless

suffered from certain practical drawbacks [26].
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The AdaBoost (Adaptive Boosting) algorithm, introduced in 1995 by Freund and Schapire [26], solved many of the practical

difficulties of the earlier boosting algorithms. Pseudocode for AdaBoost is given below. The algorithm takes as input a training

set (x
1
, y

1
), ..., (x

N
, y

N
) where each x

i 
belongs to some domain or instance space X and each label y

i 
is in some label set Y.

AdaBoost calls a given weak or base learning algorithm repeatedly in a series of rounds t = 1…T. One of the main ideas of the

algorithm is to maintain a distribution or set of weights over the training set. The weight of this distribution on training example

i on round t is denoted D
t
(i). Initially, all weights are set equally, but on each round, the weights of incorrectly classified examples

are increased so that the weak learner is forced to focus on the hard examples in the training set. The weak learner’s job is to find

a weak hypothesis h
t
: X → Y appropriate for the distribution D

t
(i). The goodness of a weak hypothesis is measured by its error

e
t D

t
(i)Σ

i:h
t
(x
i 
) ≠ y

i

Notice that the error is measured with respect to the distribution on which the weak learner was trained. In practice, the weak

learner may be an algorithm that can use the weights Dt on the training examples.

Algorithm of AdaBoost :

Input S
1 
= {( x

1
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1
 ),....,( x

N
 , y

N
 )}.

Initialize : D
1
(i) =

For t =1,..., T :

       • Train weak learner using distribution D
t

       • Get weak    hypothesis h
t
: X → Y with error

e
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       • Choose α
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       • Update: D
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D
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(i)

z
t

exp (− α
t
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h
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Where z
t 
is a normalization factor (chosen so D

t +1 
will be a distribution).

Output: H ( x) = sin (            α
t
 h

t 
( x))Σ

T

t = 1

The AdaBoost algorithm is very successful thanks to its simplicity and ease of programming. However, a disadvantage of the

AdaBoost algorithm is the dependence of its performance to data and weak learner. The performance of the algorithm is not

good if we do not have enough data or that have only weak hypothesis.

5.2 Boosting as Sample Selection technique

AdaBoost updates the weights of the training data to focus on examples difficult to classify. Correctly classified examples are

assigned a small weight and those incorrectly classified a greater one.

In [27] a method of emphasis that pays attention to the samples that produce a big error and they are near the border has been

proposed, in order to improve the performance of AdaBoost. A new function of weight of distribution has been defined:

D
λ , t +1

(i) =       exp [λ (h
t 
( x

i 
)− y

i 
)2 + (1 − λ) h

t 
( x

i 
)2 ]

Where λ (0 ≤ λ ≤ 1) is a weighting parameter. This formulation allows us to choose how much to consider the ‘‘proximity’’ to the

boundary or the quadratic error of each sample, by selecting different values of λ. We highlight three particular cases associated

with the values of λ:

1
z

t
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• Classifiers focus on the critical samples (λ = 0)

• In both terms of emphasis (classical AdaBoost function) (λ = 0.5)

• Sampling examples that generate more square error (λ = 1).

In 2009, Garìa-Pedrajas developed a Boosting method based Sample Selection technique by training firstly all the data base

using standard Adaboost method and selecting then examples with difficulties in learning and that minimize the weighted error

[28]. This proposed classifier assume that each set trained with samples that are relevant to the learning process, improve the

performance, and also reduce the training set (reduce complexity of space characteristics) during training [28].

6. Intrusion Data Set

The first requirement of each IDS is a set of input data to be processed in order to determine the security level. In this experiment,

we train and test our system using a standard dataset KDD Cup’s 99 dataset, the raw data used by the KDD Cup 1999 intrusion

detection contest.

6.1 Kddcup Dataset

In 1998 DARPA (KDD-cup dataset) [8] intrusion detection evaluation programme on an environment was set up to get raw TCP/

IP dump data for a network by simulating a typical US Air Force LAN. The LAN was operated like a real environment, but was

blasted with several attacks.

A standard set of data to be audited, including a wide variety of intrusions simulated in a military network environment, was

provided. The 1999 KDD intrusion detection contest used a version of this dataset [8].

For each TCP/IP connection, 41 various quantitative and qualitative features were extracted. Each connection record was

labelled as either normal, or as an attack, with exactly one specific attack type, which can be arranged into 4 categories namely

- Probe, DOS, U2R and R2L, as can be shown in Table 1.

The four different categories of attack patterns are:

1. Denial of Service (DOS) Attacks: which prevent a computer from complying with legitimate requests by consuming its

resources.

2. User to Root Attacks (U2R): which have the goal of obtaining illegal or non authorized super-user or root privileges.

3. Remote to Local Attacks (R2L): which are local non authorized access attempts from a remote machine.

4. Probing (Probe): which are scanning and polling activities that information on vulnerabilities for future attacks

Normal  79277 19.6 9  60593 19.48

DOS 391458 79.24 229851 74.90

U2R     59  0.01    228  0.07

R2L   1126  0.23  16189  5.21

Prob   4107  0.83   4168  1.34

Class

name

Training data set Test data set

Number of

  instance
Number of

  instance
%%

Table 1. Distribution of Training Data and Test Data KDD-CUP-99

For this research, the labeled 10% training and test datasets were used [29]. The training set is composed by 22 attack types and

the test set consists of 37 attack types, which can be arranged into 4 categories (Probe, DOS, U2R and R2L). The percentage
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distribution of both the training and test datasets with respect to the 5 categories (Normal, Probe, DOS, U2R and R2L), is also

shown in Table 1.

The training subset of this database, is composed of 494014 records, from which about 20% represent normal patterns. The rest

of 80% of patterns are attacks belonging to the four different categories cited above. Indeed, the test set was composed of

311029 data records.

Each instance in the KDD Cup 1999 datasets contains 41 features that describe a connection: (duration, su_attemted,

same_srv_rate, protocol_type, num_root, diff_srv_rate, service, nu_file_creations, srv_diff_host_rate, flag, num_shells,

dst_host_count, src_bytes, num_access_file, dst_host_srv_count, dst_bytes, num_outbond_cmds, dst_host_same_srv_rate,

land, is_host_login, dst_host_diff_srv_rate, wrong_fragment, is_guest_login, dst_host_same_src_port_rate, urgent, count,

dst_host_srv_diff_host_rate, hot, srv_count, dst_host_serror_rate, num_failed_logins, serror_rate, dst_host_srv_serror_rate,

logged_in, srv_serror_rate, dst_host_rerror_rate, num_compromised, rerror_rate, dst_host_srv_rerror_rate,

root_shell,srv_rerror_rate )

6.2 Data pre-processing

Features in the KDD datasets have all forms - continuous, discrete, and symbolic, with significantly varying resolution and

ranges. Most pattern classification methods are not able to process data in such a format.

We propose the following four steps to overcome this drawback:

• Attributes numeric-valued to each symbolic- valued.

• Examples were first mapped to one of the tow classes, 0 for Normal, 1 for attack (Probe, DoS, U2R, or R2L).

• Normalization was applied to attributes to reduce the dynamic range to [0…1].

• Filtering out the duplicate records.

7. Experiments and Results

Given the large data set (about 5 million of examples), the experiments were performed on a small database sampled to 10% of

data, so that the percentage of the minority class was maintained. All proposed dataset were used in order to build an intrusion

detection model. Then, 10-fold cross validation method was used in order to test the effectiveness of the model built during the

training phase based on the proportional normal data in each group of dataset.

We used an MLP architecture as classifier during learning process. It consists of three layers: the input, one hidden, and the

output layer, the sigmoid function was used for each neuron; the back-propagation learning algorithm was used with a mean

squared error as a cost function.

The input layer is of dimension 51 and we used one hidden layer; in addition the weights were randomly initialized with small

values.

7.1 Learning using MLP architecture

Before applying the proposed method, we first train the whole data base using MLP architecture, and explore two parameters:

The number of neurons and the learning rate (lr).

We present in table 2, the variation of precision of learning with respect to those parameters.

The best result is achieved by using 6 neurons and a value of learning rate equal to 10-4. In the rest of experiments we use these

two parameters.

We realized an exploration of the number of centroids in both minority and majority class. For majority class, the number of

centroïdes varies between 10 and 30, mainwhile the number of minority class are determined by varying a new defined parameter

named “Weighing parameter ” (WP), which is the weight affected to the ratio of imbalance between the majority and the minority

class, and is defined as follows:
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lr 2 4 6 8 10

10 -2 20 80 20 79.7 20

10 -3 20 80 75.4 20 20

10 -4 20 93.6 93.7 83.1 89.7

10 -5 94 93.5 93.6 93.3 93

10 -6 89.8 82.5 84 93.5 93

10 -7 81.3 62.4 75.9 73.7 84.5

Number of neurons

Table 2. Variation of precision of learning in function of Number of neurons and learning rate

Number of cluster in minority class = (WP × 0.2) × Number of cluster in minority class

Detection and identification of attack and non attack behaviors can be generalized as follows:

• True positive (TP): the amount of the attack detected when it is actually an attack.

• True negative (TN): the amount of the normal detected when it is actually normal.

• False positive (FP): the amount of the attack detected when it is actually normal, namely false alarm.

• False negative (FN): the amount of normal detected when it is actually attack, namely the attacks which can be detected by

intrusion detection system.

The accuracy refers to the proportion of data classified an accurate type in total data, namely the situation TP and TN, the

accuracy can be defined as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
(        ) × 100%

During the exploration of this proposed method, we faced some drawbacks that caused disruption of the learning, like non-

existence of the closest opposed pairs. To deal with this problem, we proposed an alternative which chooses from the majority

class the centers closest to the minority class. By this way we ensure that the process select samples that are near the borderline

in case of non-existence of the closest opposed pairs.

The ratio of imbalance of the explored data is about 0.2.

We present our result in the Figure 3, which sum up the variation of accuracy with respect to the number of clusters in minority

and majority class.

Figure 3. Variation of accuracy in function of numbre of centers of majority and minority class
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According to those results we can see that the performance of learning is affected by the number of clusters of minority and

majority class. We can say that the impact of number of centroïdes of majoratity class is much more important than minority

class. Best values of accuracy are founded using 10 clusters in majority class.

The accuracy has increased to attend 97.5% for 10 clusters for majority class and 7 cluster of minority class.

By realizing a random Undersampling to balance the data base, we found that the accuracy of learning is about 95.5%

Finally, the application of Adaboost method on data base relives a precision of 97.7%.

We summarize in table IV, all results founded by realized experiments.

Data base Precision of learning

Imbalanced data using MLP          93.7%

Imbalanced data using SVM                 93.8%

Balanced data with

Undersampling

Balanced data with SS                97.5%

Learning using Adaboost                97.78%

Table 3. Comparaision etween Founded Results

Comparing those results, we can clearly see that techniques of sample selection and Adaboosting allow us to have the best

results. We can say that the proposed method have the same precision as Adaboost techniques. The benefit of the proposed

method is its simplicity and low computational cost, contrary to Adaboost which had taken a large time of running and a high

computational cost.

8.  Conclusion

In this paper, a novel method to deal with the problem of imbalanced data was proposed. A SS approach is used to create a

balance between the classes. The main advantage of our method is its capacity to focus learning on the most important samples,

which contribute positively in the improvement of the performance using clustering techniques. In the realized experiments we

have shown how the application of SS on the majority class can lead performance of learning to reach level of performance of

Adaboost method and that, by avoiding the selection of non-critical samples. Also, we have show the impact of the choice of

the number of clusters on the performance of learning.

We consider this study as a beginning of a line of research in which we will explore more parameters that can improve the

performance and introduce some theoretical bases on this work.
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