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ABSTRACT: Due to widespread growth of cloud technology, virtual server accomplished in cloud platform may collect
useful data from a client and then jointly disclose the client’s sensitive data without permission. Hence, from the perspective
of cloud clients, it is very important to take confident technical actions to defend their privacy at client side. Accordingly,
different privacy protection techniques have been presented in the literature for safeguarding the original data. This paper
presents a technique for privacy preservation of cloud data using kronecker product and Bat algorithm-based coefficient
generation. Overall, the proposed privacy preservation method is performed using two important steps. In the first step, PU
co-efficient is optimally found out using PUBAT algorithm with new objective function. In the second step, input data and PU
co-efficient is then utilized for finding the privacy protected data for further data publishing in cloud environment. For the
performance analysis, the experimentation is performed with three datasets namely, cleveland, switzerland and Hungarian
and evaluation is performed using accuracy and DBDR. From the outcome, the proposed algorithm obtained the accuracy of
94.28% but the existing algorithm obtained only the 83.64% to prove the utility. On the other hand, the proposed algorithm
obtained DBDR of 35.28% but the existing algorithm obtained only 12.89% to prove the privacy measure.
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1. Introduction

Cloud computing is considered as an inventive merging of technologies and ideas, which establish a pay-as-you-go business
model by providing IT services utilizing economies of scale. [13, 16, 17]. This relatively new business model provides benefits
to the cloud computing business chains participants since they used to save large IT capital investment using cloud services
which includes notable storage and computation capabilities and therefore they more focus well on their heart business [14].
Furthermore, cloud computing presents some wonderful features for science applications in academic world [15]. Also, as cloud
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is a multi-tenant environment, the cloud users can easily share data and they can work together as a group. So, many organizations
have developed IT systems for their services in cloud computing environments.

Cloud hopeful platform delivers information infrastructure computing and it is considered as a new and resources as IT services
[8]. As an example, cloud clients may use these services to perform their tasks in a pay-as-you-go way, at the same time, saving
large capital investment in their own IT infrastructure [9]. On the other hand, frequent concern is arising among the customers
about their privacy, i.e., whether their private information is safeguarded while using IT services on cloud as there is no control
inside the cloud [10]. If there is no clear privacy protection, the customers will ultimately drop the belief and they will not use
cloud computing [11]. Thus, privacy protection is a major problem in cloud computing. Privacy protection means the individual’s
personal information called as sensitive data must be preserved during data publishing [7]. There are three main types of privacy
protection methods [12]. First one is perturbative methods, which establish certain type of change into every element of the
original data. The second method is generalization methods which swap the original values with less precise ones, and the third
one is synthetic data generators which generate synthetic data that looks like the original data [1].

In contrast, the techniques like data distortion, data sanitation, blocking, cryptographic [20], and anonymization [19, 18,] are
some of the privacy preserving techniques used to make sure that the privacy of individuals are safeguarded when mining the
sensitive data. Many researchers provided incredible research on privacy protection applicable to cloud. Public auditability
authentication on cloud needs a high standard to preserve privacy by data provable secure storage [21]. Likewise, data
verification in cloud needs to be highlighted in terms of data provability [22]. The above literatures show that there are several
privacy protection situations on cloud which can be performed by several privacy protection techniques. Together with those
methods, encryption-based methods are also having a main role to protect sensitive data [23, 24]. In [23], Yuan and Yu encrypt
the biometric database before outsourcing it to the cloud, and kNN search is performed in the encrypted database. Li et al. [24]
influence Hierarchical Predicate Encryption to set up a structure for authorized private keyword search on cloud data. Several
methods for privacy protection in cloud data are provided by the researchers but still there is a challenge in proper balancing of
privacy and utility.

In this paper, PU-bat algorithm is proposed for generating the privacy protected data for data publishing At first, input data
which has mixed attributes is directly given to the privacy enabling process where, data matrix and PU (Privacy and Utility) co-
efficient are multiplied through Kronecker product. Here, PU co-efficient are new co-efficient defined in the proposed work to
multiply with original data matrix. The derivation of PU co-efficient handling both privacy and utility is formulated as a searching
problem. So, a recent optimization algorithm called, BAT algorithm [25] is utilized to find out the optimal PU co-efficient by
equally considering the privacy and utility. The paper is organized as follows: Section 2 presents the review of literature send
section 3 presents the motivation behind the approach. The proposed privacy protection technique is explained in section 4and
the results are discussed n section 5. Finally, the conclusion is given section 6.

2. Literature Review

Table 1 discusses the review of recent works presented for privacy preservation in cloud data. Here, the major contributions of
the algorithms and their own merits and demerits are tabulated. From the table 1, optimization approaches are presented in [4, 5]
for generating privacy protected data. The technique given in [6] generates the noisy data for privacy preservation and some
approaches [7] utilized the anonymization techniques for the privacy protection.

3. Motivation behind the Approach

3.1 Privacy-Preserving Outsourcing Model
The proposed work considers the privacy preserving outsourcing model given in figure 1 for data publishing. Here, data
providers protect their data through the privacy protection algorithm and the protected data is forwarded to the data storage
broker of cloud computing platform. Data storage broker is further communicated with the cloud data management system to
store the data within virtual server or physical server in secure way. For getting the information from the database, request
handler obtain the users’ request and query mapper further match the query within the database to retrieve the relevant
information which is then sent to the client who request the service. The major challenge here is the development of privacy
protection algorithm for protecting the privacy information without compromising the utility. So, the challenge of transforming
the original data, X into the privacy protected data Y requires effective algorithm which equally considers the privacy and utility
to find useful for both data providers and clients.
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Table 1. Literature review

3.2 Challenges
The widespread growth of cloud technology makes the involvement of various malicious service providers due to the openness
and virtualization nature of cloud. These virtual characteristics may collect useful data from a client and then jointly disclose the
client’s sensitive data without permission. Hence, from the perspective of cloud clients, it is very important to take confident
technical actions to defend their privacy at client side.

Most of the privacy protection methods on data usually concentrate on a single sensitive attribute, or support only low-
dimensional data due to the curse of dimensionality. But, in reality, all the attributes have some sensitive information which
should be protected and at the same time, curse of dimensionality should be considered.

Existing privacy preservation methods based on shuffling, partitioning, addition of noise information works better for the
numerical attributes but the cloud data contains numerical attribute and categorical attributes or mixed in nature. So, a key
challenge with privacy protection is dealt with various types of attributes, such as numerical attributes (with real values),
categorical attributes (with unranked nominal values), and mixed attributes.

The partially protected data is easier to an adversary for deriving data information belonging to some clients’ through the help
of the quasi-identifier.

The major challenge is to do privacy preservation over the data without violating utility. When the data is published to third
party, it should have some useful information but the sensitive information should be hidden. So, the technique should handle
privacy and utility tradeoff effectively.
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Figure 1. Privacy-preserving outsourcing model in cloud environment

4. Proposed Methodology: Kronecker Product and Bat Algorithm Based Coefficient Generation for Privacy Protection on
Cloud

This paper presents a technique for privacy preservation of cloud data using kronecker product and Bat algorithm-based
coefficient generation. At first, input data which has mixed attributes is directly given to the privacy enabling process where,
data matrix and PU (Privacy and Utility) co-efficient are multiplied through Kronecker product. Here, PU co-efficient are new co-
efficient defined in the proposed work to multiply with original data matrix. The derivation of PU co-efficient handling both
privacy and utility is formulated as a searching problem. So, a recent optimization algorithm called, BAT algorithm [25] is utilized
to find out the optimal PU co-efficient by equally considering the privacy and utility. Overall, the proposed privacy preservation
method is performed using two important steps. In the first step, PU co-efficient is optimally found out using PUBAT algorithm
with new objective function. In the second step, input data and PU co-efficient is then utilized for finding the privacy protected
data for further data publishing in cloud environment.

4.1 Proposed Kronecker Product-based Data Protection
The proposed kronecker product-based data protection scheme is discussed in this section. The idea of transforming the
original data X into privacy protected data Y is formulated as mathematical formula as follows:

(1)

Where, × is matrix multiplication, + is element wise matrix addition, Y is the privacy protected data of size n × l which is exactly
the same size of the input data, X. D is correlation matrix of size n × (x * n), F is PU-enabled data matrix of (x * n) × l, H is PU-
enabled data matrix of n × (x * l) and E is correlation matrix of (x * l) × l.

The PU-enabled data matrix F is computed by performing the kronecker product in between the original data X and the PU-
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Coefficient matrix, C. PU-coefficient matrix is a matrix which should be generated in more optimal way to handle the privacy of the
data publisher and the utility of the client. The data transformation is completely based on the PU- coefficient matrix because it
is the core component of the data transformation.

(2)

Where, ⊗ is kronecker product, X is input data of n × l which means that the input data contains n data objects and l attributes,
C is PU co-efficient matrix of size x × 1 which will be optimally found out using BAT algorithm, F is PU-enabled matrix of (x * n)
× l.

The PU-enabled data matrix of H is computed by performing the kronecker product in between the transpose of PU-coefficient
matrix and the original data matrix.

(3)

Where, ⊗ is kronecker product, CT’ is transpose of the PU-coefficient matrix of size 1× x, H is the PU-enabled matrix of n × (x * l).
Then, correlation matrix of D is computed by finding the correlation among the every data object from the original data input X
and the PU-enabled matrix F. The objects wise computation of correlation gives the matrix of n × (x * n) because the input data
X contains n objects and the PU-enabled data matrix  contains x * n data objects.

(4)

Where, D is correlation matrix of size n × (x * n). Then, correlation matrix of E is computed by finding the correlation among the
every data attributes from the transpose of PU-enabled matrix HT and the original data input X. The attribute wise computation
of correlation gives the matrix of (x * l) × l because the transpose of PU-enabled data matrix HT  contains x * l data attributes X
and input data contains l attributes.

(5)

Where, HT  is transpose of PU-enabled data matrix of size (x * l) × n and E is a correlation matrix of size (x * l) × l.

4.2 Multi-Objective Optimization Formulation for Privacy Fitness Score
The objective evaluation of the PU-coefficient matrix C is performed using the fitness function defined in the section. As we
discussed earlier, PU coefficient matrix is a key component in the privacy protection so the selection of right elements in PU
coefficient should satisfy the privacy constraints and utility constraints. The privacy constraint means that the original data
should be modified to avoid the inference of guessing the original data values. Utility factor means that the usage of the data
after publishing should be more. So, the balance of these two objectives are handled using the proposed objective function.

(6)

Where, α, β and γ are weighted constants, f1 is the objective function developed based on the accuracy, f2 is the objective
function developed based on the error, f3 is the objective function developed based on the difference in original and protected
database. The objective function f1 is computed to consider the utility of information which is found by training the naïve bayes
classifier [27] with the original data. The classification accuracy is computed to evaluate the utility. The definition is given as
follows.

(7)

Where, T is the number of data objects correctly classified, and  is the total number of data objects. The second objective is to
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find the error value to ensure the utility of the data. The error values are computed by finding the absolute difference between
the ground truth label and the output label which is obtained by the classifier. In order to maximize the overall objective, the
cumulative difference is subtracted from unity to maximize this function f2.

(8)

Where, K is the number of classes, Oi is output of the classifier, Gi is the ground truth and n is the total number of sample cases.
The third objective is computed by finding the database difference in between the original database and the protected database.
This function is used to ensure the privacy of the publisher. If the difference is high, the privacy will be more. The function f3 is
defined as follows,

(9)

(10)

Where, xij is the tuple value in the original data, yij is the tuple value in perturbed data, MD is the maximum difference, and n is the
total number of sample cases, l is the number of attributes.

4.3 Bat Algorithm Based PU-coefficient Generation
The finding of the suitable PU-coefficient to satisfy both privacy and utility is a NP hard problem which should be solved using
the search algorithm. Here, we utilized a recent search algorithm called, BAT algorithm [25] for finding the suitable PU coefficient.
The reason of selecting Bat algorithm is that it has the capability very speedy convergence at a very initial stage by switching
from exploration to exploitation. The process of finding the PU coefficient matrix using bat algorithm is given below:

Solution Encoding: The first step in bat algorithm is to encode the solution in efficient way to determine the best solution
without much computation overhead. Here, every bat is a vector which contains the x  number of element as we now that the
size of the PU coefficient matrix is 1 × x.

Initialization: The problem space is represented a S in the bat algorithm and it contains the b vectors (bat). Every vector
elements is known as the position of the bats. The problem space of b × x is initialized with random values in the first iteration.

(11)

(12)

Where, x is the dimension of the solution. The variable such as, loudness L, pulse rate U, minimum frequency Rmin, maximum
frequency Rmax and velocity v are also initialized.

Evaluation: The next step is to evaluate the position vector of bat (PU coefficient vector) to find the fitness of the vector. The
fitness function is already explained in the above section. The solution vector which is having the maximum fitness is stored as
a separate variable called, Smax.

Movement of Virtual Bats: Every bat is then updated their position using the frequency and velocity with the following

S = {si ; 1 ≤ i ≤ b}

Si = {sij ; 1 ≤ j ≤ x}
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equation. The equation utilized in BAT algorithm is as follows,

(13)

(14)

(15)

Where, δ is random value which is used to update the frequency of the bat using minimum Rmin and maximum frequency Rmax. It
ranges between -1 to 1.The frequency Ri is then utilized to update the velocity of the bats (vi

t) using best position of the bats Smax.
Then, position of the bats is computed using the velocity and position of the last iteration.

Loudness and Pulse Rate-based Movement: In this step, random value δ is generated and if the random value is greater than the
pulse rate, U, new local solution is generated based on the best solutions. Also, if the random value is lesser than the loudness,
L, random solution is generated and the loudness and pulse rate are updated only if this random solution is better than the best
solution.

Termination: The process above repeats until all the virtual bats are updated their position. Thus, one generation is finished.
The iteration goes until terminal requirement of Tmax iteration is met. Then, the best is output as the optimal solution to the
problem.

5. Results and Discussion

This section presents the experimentation of the proposed PU-bat algorithm and the comparative analysis with existing work
with three different datasets.

5.1 Experimental Set up
The proposed algorithm is implemented using Java 1.7 with net beans IDE 7.3. The experimentation is conducted on Windows
8.1 machines with Intel Core i5 processors and 4 GB of main memory. The clouding computing platform is simulated using
cloudsim tool and the proposed data protection algorithm is implemented using JAVA and it is incorporated within cloudsim tool.
The performance of the proposed algorithm will be compared with other privacy model described in [26].

Dataset Description: The experimentation is performed with three datasets namely, cleveland, switzerland and Hungarian which
are obtained from UCI machine learning repository [29]. These data were surveyed by Robert Detrano from V.A. Medical centre.
The processed database consists of 76 attributes, but the popular research works make use of a subset of 14 of them. The
“class” field indicates the presence of heart disease in the patient. It is integer valued from 0 (no presence) to 4.

Evaluation Metrics: The proposed algorithm is evaluated suing two metrics namely, accuracy and Database difference ratio
(DBDR). The utility of the algorithm is evaluated using accuracy.

(16)

Where, T is the number of data objects correctly classified, and n is the total number of data objects. The privacy of the algorithis
evaluated using database difference ratio [28] which is again normalized to range of value within 0 to 1.

(17)
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Figure 2. Pseudo code of PUBAT algorithm
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(18)

Where, xij is the tuple value in the original data, yij is the tuple value in perturbed data, MD is the maximum difference, and n is the
total number of sample cases, l is the number of attributes.

Parameters to be fixed: The important parameters to be fixed for the proposed algorithm are three weighted constants such as,
alpha, beta and gamma which are utilized in the fitness function. These values are analysed with various iterations and the better
values suitable for the proposed algorithm is obtained.

5.2 Performance Evaluation of the Proposed Algorithm
The performance of the proposed algorithm is analyzed with the various values of alpha, beta and gamma for various number of
iterations. Figure 3 shows the performance graph for the Cleveland data. From figure 3.a, we understand the maximum accuracy
is obtained for the maximum number of iterations. Also, when α, β and γ are fixed to 0.5, the accuracy is 94.28% if the iterations
are equal to 50. Figure 3.b shows the performance graph of the proposed PU-bat algorithm in terms of DBDR. For the better
privacy, the DBDR  should be high which means that the protected database have much difference than the original database.
Here, the maximum privacy is obtained when α, β and γ  are fixed to 0.5. The DBDR obtained for these thresholds is 35.28 which
is higher than the other thresholds. So, from this graph, we conclude that the better performance in terms of privacy and utility
can be obtained when the weighted constants α, β and γ are fixed to 0.5.

Figure 3. Performance evaluation on cleveland data, a) accuracy, b) DBDR

Figure 4 shows the performance of the proposed PU-bat algorithm using accuracy and DBDR on Switzerland data. From figure
4.a, we understand that the accuracy is improved when the number of iterations is fixed to higher value. In Switzerland data, the
higher accuracy of 95.22% is obtained when α, β and γ are fixed to 0.3, 0.6 and 0.4. Also, the accuracy of 93.45% is obtained when
α, β and γ and  are fixed to 0.5. From the figure 3.b, we understand that the DBDR of the proposed algorithm is 39.43% when α,
β and γ and  are fixed to 0.4, 0.3 and 0.6. The DBDR is increased for the all the parametric values when iteration is increased.

Figure 5 shows the performance evaluation on hungarian data using accuracy and DBDR. From the figure 5.a, the accuracy
values are increased for the different parametric values when the number of iterations is increasing. Here, the higher accuracy of
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94.36% is obtained when α, β and γ are fixed to 0.3, 0.6 and 0.4. The accuracy value of 91.39% is obtained when α, β and γ  and
are fixed to 0.5. Similarly, the performance of the proposed algorithm using DBDR is given in figure 5.b. Here, the higher value of
DBDR obtained by the proposed algorithm is 33.63% when α, β and γ  and  are fixed to 0.6, 0.3 and 0.4. Overall, the average
performance is computed for the different parametric values and the better parametric values are selected for the performance
comparison with the existing works. From the average performance, the better parametric values for α, β and γ  and  are  0.3, 0.6
and 0.4.

Figure 4. Performance evaluation on switzerland data, a) accuracy, b) DBDR

Figure 5. Performance evaluation on hungarian data, a) accuracy, b) DBDR
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5.3 Comparative Analysis of the Proposed Algorithm
This section presents the comparative analysis of the proposed algorithm with the existing work given in [26]. The performance
is compared using accuracy and DBDR on three different datasets taken for experimentation. Figure 6.a shows the comparative
analysis on cleveland data using accuracy. Here, the performance of both the algorithm is compared for the different percentage
of data given for experimentation. For all the percentage of data given for experimentation, the proposed algorithm outperformed
the existing algorithm in both the metrics, accuracy and DBDR. When the percentage of data is 100, the proposed algorithm
obtained the accuracy of 94.28% but the existing algorithm obtained only the 83.64%. Also, figure 6.b shows the performance
comparison of both the algorithms using DBDR. Here, the better performance of 35.28% is obtained when the percentage of data
is fixed to 100.

Figure 6. Comparative analysis on cleveland data, a) accuracy, b) DBDR

Figure 7. Comparative analysis on switzerland data, a) accuracy, b) DBDR
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Figure 7 shows the performance comparison of the proposed algorithm with the existing algorithm on Switzerland data. Here, the
accuracy values are constant when the percentage of data is fixed to 20 but other percentage of training data, the proposed
algorithm outperformed the existing algorithm. The higher accuracy of 93.45% is obtained by the proposed algorithm when the
percentage of data is 100%. Figure 7.b shows the performance comparison of the proposed algorithm on Hungarian data using
DBDR. Here, the better performance is obtained by the proposed algorithm for all the different percentage of data compared with
the existing algorithm. The higher DBDR value of 32.87% is obtained by the proposed algorithm while compared with the
existing algorithm which has achieved only the 16.15%.

Figure 8 shows the comparative analysis on hungarian data for both the algorithms. From figure 8.a, the accuracy of the
proposed algorithm is 93.46%, 91.87%, 90.05%, 90.18% and 91.39% when percentage of data is 20% to 100%. Similarly, the
existing algorithm obtained the accuracy of 74.92%, 70.07%, 69.74%, 69.74% and 66.72% when the percentage of data is 20% to
100%. Figure 3.b shows the performance of the algorithms on DBDR. Here, the proposed algorithm obtained the higher DBDR
value of 35.41% but the existing algorithm obtained the value of 15.33%. Overall, the proposed algorithm outperformed the
existing algorithm both in accuracy and DBDR on three datasets.

Figure 8. Comparative analysis on hungarian data, a) accuracy, b) DBDR

6. Conclusion

We have presented a PU-bat algorithm for generating the privacy protected data for data publishing. Here, the input data was
directly given to Bat algorithm for finding the optimal PU-coefficients using the proposed multi-objective function. The proposed
multi-objective function considers three objective constraints to balance the privacy and utility. Then, the optimal PU-coefficients
are utilized to generate the privacy protected data using kronecker product. To ensure the applicability of the proposed
algorithm, the experimentation is performed with three datasets and quantitative measurement is performed using accuracy and
DBDR. From the outcome, the proposed algorithm obtained the accuracy of 94.28% but the existing algorithm obtained only the
83.64% to prove the utility. On the other hand, the proposed algorithm obtained DBDR of 35.28% but the existing algorithm
obtained only 12.89% to prove the privacy measure. In future, Bat algorithm can be replaced with the hybrid algorithms for
finding the optimal coefficient in quicker time.
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