Brossom: A P2P Streaming System for Webcast
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ABSTRACT: Due to the recent spread of streaming delivery of movies, streaming using Peer-to-Peer (P2P) streaming technology has attracted much attention. In P2P streaming systems, to distribute the network load, peers from which the user receives data is selected at random. For this, clients have to wait until their desired data is delivered. Therefore, there are many researches to reduce the waiting time. However, because of the complexity of the implementation, they usually evaluate these methods using computer simulations. In actual environment, indeed, interruption time is not always reduced by increasing clients to deliver data. To evaluate the effectiveness of P2P streaming systems, it is important to implement an actual P2P streaming system. In this paper, we evaluate a P2P streaming system. By using our implemented P2P streaming system, we investigate situations that its system is effective. As a result of our evaluation, we confirmed that interruption time is reduced effectively.
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1. Introduction

Due to the recent popularization of digital broadcasting systems, delivering services using Internet Protocol (IP) networks has attracted much attention. In these services, clients connect and receive the data. In conventional server-client types, when the client requires the data, the server delivers the required data to it. Clients can play their desired data without interruption. On the other hand, with the popularization of the smart phone, bandwidth utilization increases rapidly. In conventional delivery, the server’s load becomes higher as the number of clients increases. When necessary bandwidth surpasses available bandwidth, the server cannot deliver the data to new clients, so waiting time from requiring them to starting to play them occurs. Therefore, we focus on the research on delivery systems that can reduce necessary bandwidth.

In our research, we consider the streaming delivery using P2P networks. In P2P networks, there are several clients called peers, who require data and receive them from other peers. When a peer finishes receiving a part of the data, it can deliver it to other peers.
We have proposed several scheduling methods to reduce waiting time for selecting peers in P2P streaming systems. These researches often assume a simulation environment in which load balance for receiving and playing data does not occur. However, due to the complexity of implementation, these researches usually evaluate these methods using the computersimulation. In actual environments, the waiting time is not always reduced by increasing the number of peers. To evaluate the availability of P2P streaming systems, it is important to implement a P2P streaming system.

In this paper, by evaluating the P2P streaming system, we consider situations that its proposed system is effective. Our proposed system can introduce conventional scheduling methods, and we can construct a delivering system according to the type of clients. The contribution of the paper is that we confirm that our proposed method gives shorter interruption time than the conventional methods in our proposed system.

The remainder of the paper is organized as follows. Our assumed P2P streaming systems are explained in Section 2. Related works are introduced in Section 3. In Sections 4 and 5, we make the design and the implementation. The system is evaluated in Section 6, and discussed in Section 7. Finally, we conclude our paper in Section 8.

2. P2P Streaming

2.1 P2P Network Environment
We compare between server-client types with P2P streaming types. As shown in Figure 1, each peer connects to other peers in node relay-based webcast. In server-client types, since the server send data to clients, the load of server increases according to the number of peers. In P2P streaming types can distribute the load of delivering data using several peers.

Our assumed P2P network structure is shown in Figure 2. In P2P networks, there are two types of peers: request peer and provider peer. The request peer requires data and receives them from provider peers via the P2P network. The request peer finishes receiving the initial part of the data and plays it. When a request peer finishes receiving all the data, it becomes the provider peer. When a request peer wants streaming data from the provider peers, it receives data separated into data segments.

Figure 1. Comparison between server-client types with P2P streaming types

As shown in Figure 2, the tracker acquires information of peers periodically manage the status of them. In receiving data, the receive peer firstly acquires the list of IP address from the tracker. The receive peer selects several provider peers from the list and receives data. We explain the methods for selecting provider peers and receiving data segments in Section 4.

When the request peer receives a segment from provider peers, since waiting time occurs, users often feel annoyed. Therefore, in P2P streaming, we need to reduce waiting time occurred in receiving data.

2.2 Waiting time
In this subsection, we explain how the waiting time occurs. Since there is only one server, in the streaming of on-demand delivery, waiting time is in inverse proportion to the available bandwidth. However, in conventional P2P streaming, many provider peers exist. Since the request peer separates the data into several segments and delivers them, waiting time greatly changes based on the available bandwidth of each provider peer.
In conventional methods, since the request peer chooses provider peers randomly to receive some of the data, waiting time increases based on the selected provider peers. For example, when the request peer wants data from the provider peers and receives segment $S_{i+j}$ ($j = 0, \ldots, 19$) by channel $b_i$ ($i = 1, \ldots, 5$), the delivery schedule is shown in Figure 3.

![Figure 3. Example of a broadcast schedule under the simple method](image)

The request peer is $R_j$, and the available bandwidth is 5.5 Mbps. Otherwise, provider peers are $P_1, \ldots, P_5$. The bandwidth of $b_j$ is 2.0 Mbps, $b_2$ is 1.4 Mbps, $b_3$ is 0.9 Mbps, $b_4$ is 0.6 Mbps, and $b_5$ is 0.4 Mbps. The data consumption rate is 5.0 Mbps. When the data are separated into $n$ segments, the separated segments are $S_1, \ldots, S_n$. When the total data size is 256 MBytes and the data size of each segment is 25.6 MBytes, $256 / 25.6 = 10$. In Figure 3, when the provider peer receives $S_j$ for $b_j$, the waiting time is only the receiving time of $S_j$, which is $256 \times 8 / (2.0 \times 1000) = 1.0$.

In P2P streaming, users may experience annoyance when the interruption occurs between finishing time of the segment and starting time of next segment. In Figure 3, when the request peer receives 22 segments that are $S_3, S_4$, and $S_{j}$ ($j = 1, \ldots, 20$), it plays them with interruption. In this case, total waiting time is 59.4 sec.

In P2P streaming, it is important that clients can play the data without interruptions until the end of the data. In conventional methods, waiting time is reduced based on available bandwidth of each provider peer.
3. Related Works

3.1 P2P Streaming Delivery
Several P2P delivering methods have been proposed [1]-[4]. In BitTorrent [5], [6], clients receive from peers the divided data of each segment called a piece. By providing a piece of the data to other peers, the client can receive other data from them. Provider peers whose available bandwidth is small can also deliver the data.

Gnutella [7], [8] is an application that shares data among clients. In this system, clients called servants send messages to other clients. However, since the system is not ready to streaming data, clients can not play the data until they have finished receiving them.

In P2P streaming delivery, several methods have been proposed [9]-[13]. Xu et al. proposed a P2P streaming concept where the request peer receives data from provider peers and analyzed the data capacity of P2P networks [14]. Shah et al. proposed a scheduling method to reduce waiting time [15] in which clients receive the divided data called a piece from peers using BitTorrent. In Narada method [16], when the provider peer delivers the data to request peers in P2P streaming, receiving time is reduced by reconstructing a P2P network and making a tree structure. Kageyama et al. proposed a replication method based on demand forecasting that prevents the loss of low-demand files in P2P networks [17]. CoolStreaming [18] is a data-driven relay route overlay network for P2P streaming. By using an efficient scheduling algorithm to fetch video segments from each peer, CoolStreaming achieves smooth video playback and good scalability.

PRIME [19] conducts that each P2P connection in a mesh streaming overlay should have roughly the same bandwidth to maximize the utilization of the available bandwidth in each provider peer. Zhang et al. proposed an optimal scheduling method for non-layered streaming, where the Min-Cost Flow Problem (MCFP) is employed for scheduling [20].

We previously proposed a scheduling method to reduce the waiting time in P2P streaming called the “Waiting time Reduction for P2P Streaming (WRPS)” method [21]. In the WRPS method, waiting time is effectively reduced by sequentially receiving the first segment of the data from a peer with large bandwidth. However, in the WRPS method, we do not assume the case where a provider peer delivers data to many request peers concurrently. In our paper, by designing and implementing P2P streaming systems, we consider situations in which our proposed system is effective. Since it can introduce conventional scheduling methods, we can construct a delivery system based on the type of clients.

3.2 Network Environment
StarBED [22] and Planetlab [23] are the testbed for emulating the network environment. These testbeds can evaluate many types of application protocols and devices. Our assumed P2P streaming system needs to design the communication protocol for delivering data. Therefore, in actual environment, we construct the network environment that the available bandwidth of each provider peer is set.

4. Design

4.1 Assumed Environment
In this research, we design a P2P streaming system called the “Broadcasting System with P2P Environments (Brossom)” The detail design for Brossom is given below.

Our assumed system environment is summarized below. We use the terms explained in Section 2.

• The request peer receives data from one or more provider peers.
• Provider peers have all the segments of streaming data.
• The bandwidth is stable while delivering data.

4.2 System Configuration
We explain the detail of processes in Brossom.

4.2.1 Brossom Tracker
As shown in Figure 2, Brossom tracker plays a role of the server. Brossom tracker manages lists of contents and peers in P2P
networks. The list of contents is composed of a file name, a title, an abstract, a search tag, a data size, and the list of peers which has appropriate data. The list of peers is composed of the IP address, a port number, and available bandwidth of each peer.

4.2.2 R-Peer
The request peer called R-Peer requests the data to provider peers and receives the requested data from them. The R-Peer is connected to the Brossom tracker and receives the list of provider peers. Based on the list of provider peers, the R-Peer selects several provider peers and requests the data to them.

4.2.3 P-Peer
The provider peer called P-Peer delivers the requested data to the R-Peer. When the P-Peer replies the requests, it connects to the R-Peer. Based on the scheduling method to be used, the P-Peer delivers the requested data to the R-Peer.

4.3 Delivering Process of data
In this subsection, we explain a delivering process of data in Brossom. The detail of each process is given below.

4.3.1 Searching contents
The procedure of searching a content is shown in Figure 4. The user enters a retrieval word in a browser and requests the search to the Brossom tracker. The Brossom tracker refers the data of each peer in P2P networks and extracts the list of contents which is compatible with the retrieval word. The R-Peer receives the list from the Brossom tracker. The R-Peer can check the information of P-Peers which have its requested data.

4.3.2 Acquirement of Peer Information
The procedure of acquiring peer information is shown in Figure 5. The R-Peer requests the information of P-Peers which have its requested data to the Brossom tracker. The Brossom tracker extracts the information of P-Peers which have its requested data and delivers it to the R-Peer. The R-Peer schedules contents based on information of P-Peers and requests the data to its selected P-Peers.

4.4 Processing in Actual Environment
Brossom uses a P2P streaming in actual environment. In actual environment, it is necessary to consider the interruption in playing data, load balance in delivering segments, and the overhead in receiving data.

4.4.1 Interruption in playing data
In the streaming type, since the R-Peer can play data after receiving a given amount of buffer size, we can reduce waiting time compared to the download type. When the buffer size is large, in the case where the receiving speed of data is later than the playing speed, the R-Peer can play the data during the playing time of it stored in its buffer. However, since the data size becomes large, waiting time from starting to receive data to starting to play them becomes long. In Brossom, the buffer size is that playing time of data is 10 sec.
4.4.2 Load balance in delivering the segment data
In P2P streaming, the size of each segment data is set based on the software. The data size in Brossom is 128 KBytes. When the P-Peer delivers the large data at once, delivering time of the data using its available bandwidth becomes long. In Brossom, the data size becomes short by delivering the data by a segment. In the simulation environment, since load balance in delivering segments is not considered, waiting time is reduced by receiving data which is equally divided in each segment from P-Peers. On the other hand, in the actual environment, when the P-Peer delivers data which are equally divided in each segment from P-Peers, it loads them each time and divides each segment which the data size is 128 KBytes. In this case, since load balance of the P-Peer increases, processing time in delivering data increases.

4.4.3 Overhead in receiving data
In Brossom, each peer is connected by TCP/IP. In delivering data, since the P-Peer appends the header to the data packet, the data size increases, and delivering time becomes long.

4.5 Scheduling Methods
In our evaluation, we use the WRPS method. The WRPS method can reduce the waiting time by selecting peers and sequentially receiving the first bit of data from a peer that has large bandwidth. The detail of the scheduling process under the WRPS method is described in [21].
For example, in the WRPS method, suppose the case where the R-peer delivery the data which are separated from 100 segments. The delivery schedule is shown in Figure 6. The total data size is 256 MB and the data size of each segment is 25.6 MB. In Figure 6, when the P-peer receives $S1$ for $b1$, waiting time is only the receiving time of $S1$, which is $256 \times 8 / (2.0 \times 1000) = 1.0$.

### 4.6 Definition of Simulation Environment

As explained in Section 1, conventional methods have evaluated in simulation environment. Our assumed simulation environment is summarized below:

- The process time in receiving data and playing them is zero.
- The performance of P2P streaming methods is evaluated by computer simulation.
- The waiting time is calculated by computation expression.

In simulation environment, we do not the process time in receiving data and playing them. In most P2P streaming methods, dividing the data into more segments causes further waiting time reduction.

### 5. Implementation

We implemented a P2P streaming system based on the system design explained in Section 4. A screen shot is shown in Figure 7. In our implementation, we use the WRPS method. The WRPS method can easily construct the delivery schedule in P2P streaming systems.

We implemented the system using Visual C#. In Brossom, we adopt TCP/IP. The system configuration of Brossom is shown in Figure 8. To control the available bandwidth of each P-Peer, we used an artificial bandwidth control machine called the FreeBSD Dummynet [24]. By setting the Dummynet between the R-Peer and P-Peers, Brossom tracker can control the available bandwidth of each P-Peer based on the network configuration.

Depending on the P2P streaming system, a network configuration in the actual environment can have many patterns. However, evaluating the performance of our proposed system for all of these patterns is not realistic. Therefore, in this paper, we use the network configuration which Brossom tracker controls the available bandwidth of each P-Peer using a Dummynet. Although practical network configurations do not always match these patterns, these are sufficient to show the effectiveness of our proposed system.

A Dummynet machine has four LAN ports, which three of them are 100 Mbps, and the rest of them is 1.0 Gbps. In this system, we use six machines, which one of them is a R-Peer, and five of them are P-Peers. In the measurement of communication speed, we use a software called the NetPerf [25].

The machine environment is shown in Table 1. We use the data format called the Flush Video (FLV).
6. Evaluation

6.1 Basic Idea
In this section, we evaluate the performance of our proposed method. In our evaluation, we used the P2P streaming system. First, we explain the evaluation environment in Brossom. Next, we evaluate the comparison of the simulation environment with the actual environment.

6.2 Evaluation Environment
In our evaluation, the available bandwidths of each P-Peer are 480 kbps, 400 kbps, 320 kbps, 240 kbps, and 160 kbps. We use the three types of data consumption rate, which are 350 kbps, 768 kbps, and 1.0 Mbps. Playing time of data is 60 sec., and the data size of each segment is 128 Kbytes. The R-Peer can play data by finishing receiving the initial part of it, which is 10 sec. When the data in the buffer is empty, the R-Peer stops playing it and waits until finishing to receive the data, which is 10 sec. When the consumption rate is 350 kbps, the buffer size is 448 KBytes in playing data, which is 10 sec. When the consumption rate is 768 kbps, the buffer size of it is 983 KBytes. When the consumption rate is 1.0 Gbps, the buffer size of it is 1.0 GBytes. The data size of each segment is 128 KBytes.
Table 1. PC specifications

| R-Peer  | CPU: Phenom 9600 2.3 GHz  
| Memory: 4.0 GBytes  
| OS: Windows XP Professional x64 Edition  
| NIC: Renbek RTL8168/8110 Family Gigabit Ethernet NIC |
| P-Peer 1 (Available bandwidth) | CPU: CoreSolo U1500 1.3 GHz  
| 480 kbps  
| Memory: 1.0 GBytes  
| OS: Windows Vista Business  
| NIC: Intel (R) PRO/100 VE Mobile Connection |
| P-Peer 2 (Available bandwidth) | CPU: Pentium M 1.1 GHz  
| 400 kbps  
| Memory: 512 MBytes  
| OS: Windows XP Professional  
| NIC: Marvell Yukon 88E8055 PCI-E Gigabit Ethernet Controller |
| P-Peer 3 (Available bandwidth) | CPU: Pentium M 1.2 GHz  
| 320 kbps  
| Memory: 512 MBytes  
| OS: Windows XP Professional  
| NIC: Intel (R) PRO/1000 MT Mobile Connection |
| P-Peer 4 (Available bandwidth) | CPU: Pentium M 1.2 GHz  
| 240 kbps  
| Memory: 512 MBytes  
| OS: Windows XP Professional  
| NIC: Intel (R) PRO/1000 MT Mobile Connection |
| P-Peer 5 (Available bandwidth) | CPU: Pentium M 1.2 GHz  
| 160 kbps  
| Memory: 512 MBytes  
| OS: Windows XP Professional  
| NIC: Intel (R) PRO/1000 MT Mobile Connection |
| Dummynet | CPU: AMD (R) AthlonXP 1600+ 1.4 GHz  
| Memory: 512 MBytes  
| OS: FreeBSD 7.0-RELEASE  
| NIC1: Intel (R) PRO/1000 MT Desktop Adapter Ethernet Controller  
| NIC2: VIA VT6102 PCI 10/100Mb Ethernet Controller  
| NIC3: 3Com EtherLink XL 10/100 PCI TX NIC  
| NIC4: D-Link DFE-540TX ProFAST 10/100 Adapter |

6.3 Waiting Time

When the number of P-Peers increases, since the delivery schedule changes, playing time of the initial part of data becomes short. Therefore, it is important to evaluate the change of waiting time based on the number of P-Peers.

We calculate the average waiting time under some number of P-Peers. The result is shown in Figure 9. The horizontal axis is the number of P-Peers to which the R-Peer can connect. The vertical axis is the waiting time. To evaluate the comparison of the simulation environment with the actual environment, we calculate the waiting time in both environments. “Actual” denotes the waiting time under the actual environment, and “Simulation” denotes the waiting time under the simulation environment.

In this graph, as the number of P-Peers increases, waiting time is reduced because the available bandwidth of them increases. Also, in the simulation environment, delivering time of header information is not considered. Since the network delay in delivering data is not occurred, waiting time becomes short. For example, when the number of P-Peers is 3 and the consumption
rate is 1.0 Mbps, waiting time under the simulation environment and the actual environment is 10.7 and 11.4 sec., respectively. The average waiting time under the actual environment is $11.4 / 10.7 = 1.07$ times compared to the simulation environment.

6.4 Interruption time and Number of Interruption
In playing the data, when the amount of it in the buffer becomes empty, the R-Peer waits until restarting to play it. If the interruption time and the number of interruption increases, users often feel annoyed. Therefore, in P2P streaming, evaluating the interruption time and the number of interruption is important.

![Figure 10. Number of receive peers and interruption time](image)

![Figure 11. Number of receive peers and the number of interruption](image)

The result is shown in Figures 10 and 11. The horizontal axis is the number of P-Peers to which the R-Peer can connect. The vertical axis is the interruption time in Figure 10, and the number of interruption in Figure 11. In this graph, as the number of P-Peers increases, the interruption time and the number of interruption is reduced. When the number of P-Peers increases, since the available bandwidth of them increases, the number of which the data in the buffer becomes empty decreases. Also, in Figures 10 and 11, when the consumption rate is 350 kbps, the interruption time is not occurred because the P-Peer which available bandwidth is larger than consumption rate delivers data.

6.5 Receiving time of data
We calculate the receiving time of data under the number of P-Peers. The result is shown in Figure 12. The horizontal axis is the number of P-Peers to which the R-Peer can connect. The vertical axis is the receiving time of segment data.
In this graph, as the number of P-Peers increases, receiving time of data is reduced. When the number of P-Peers increases, since the available bandwidth of them increases, receiving time of each P-Peer is reduced. For example, in the actual environment, when the consumption rate is 768 kbps, receiving time is 115.3 sec. under the case where the number of P-Peer is 1 and 30.3 sec. under the case where the number of P-Peer is 5. Therefore, receiving time under the case where the number of P-Peer is 5 is reduced \( \frac{115.3 - 30.3}{115.3} \times 100 = 73.7\% \) compared to the case where the number of P-Peer is 1.

7. Discussion

7.1 Effect of Interruption

When the waiting time in playing data occurs, playing time of them increases. If the R-Peer finishes receiving data until starting time of playing it, it can play the data without interruptions until the end of them. A watching player used in Brossom can play data by buffering them about 10 sec. of the playing time. Therefore, when the R-Peer finishes receiving all of the data within \( 60 + 10 = 70 \) sec., it can play them without interruptions.

7.2 Scheduling Method in Brossom

In the WRPS method, the delivery schedule is set before starting to receive the data. When the P-Peer which receiving rate is low delivers next segment during the interruption, since the interruption uncertainty occurs, receiving time increases, and the possibilities of occurring the interruption becomes higher.

7.3 Network environment in Brossom

In our simulation environment, since interruption time is calculated using computer simulation with several parameters, available bandwidth of each P-peer is constant. On the other hand, in our actual environment, since we set traditional TCP Reno, available bandwidth of each P-peer in starting to delivery data is small. After starting to delivery data, available bandwidth of P-peer increases gradually.

Several researches assume that the number of peers is more than several thousands. The aim of our paper is to confirm the effectiveness of the scheduling method which reduces interruption time. In our evaluation, using one R-peer and six P-peers, we confirmed that interruption time under the WRPS method is reduced than that under the simple method. Since several P2P streaming systems such as PeerStreaming [26] evaluate the effectiveness using few peers, our evaluation environment is effective.

When the number of R-peers increases, Brossom can spread demand across all P-peers by selecting them and receiving data. Also, by using the scheduling method, interruption time can be reduced compared with the simple method.
8. Conclusion

In this paper, we implemented the P2P streaming system called Brossom and proposed a new evaluation method. Our proposed system can introduce conventional scheduling methods, and we can construct a delivering system based on the type of clients. In P2P streaming, it is important to select P-Peers in receiving the data. We confirmed that interruption time is reduced effectively using our proposed method. Also, we considered about these points which is the interruption in playing data, the load balance in delivering them, and the overhead in receiving them.

In the future, we will make an implementation of client’s environment such as prefetch and fast-forwarding. In addition, we need to evaluate the comparison the WRPS method with other scheduling methods.
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