New Learning Approach by Co-training for Complex Data Classification
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ABSTRACT: The complexity, abundance and diversity of data (text, images, sound and video) are at the origin of new
software solutions for their exploitation. These solutions make use of learning techniques. Among of these techniques, we
distinguish learning through co-training, which turned out to be a very exploited by researchers thanks to its low sensitivity
to noise, robustness and rapidity. However, the classical variant of co-training showed deficiencies in the classification of
complex data particularly in terms of adaptability. In this paper, we present a new approach of semi-supervised learning by
Co-training technique to generate a generic classifier from a representative database (MGLP) which is automatically
labeled online. Robustness and rapidity, of our approach, to classify complex data were demonstrated through a comparison
between the classical variant and the new one in terms of rate and time.
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1. Introduction

Nowadays, the digital data take a growing place in everyday life and in the professional world. Seen the complexity of their
contents, it became essential to propose software sol ution to extract strategic knowledge. L earning techniques have emerged to
extract the useful knowledge for purposes of prediction and decision-making. These techniques can be classified into threemain
categories: supervised learning, unsupervised learning and semi-supervised learning. Supervised learning meansthat data can
be labeled, or more explicitly the number of classes can be defined. The classification accuracy depends mainly on the size of
training data set. The major drawback isthat a huge manual |abeling database can be tedious. On the other hand, in the case of
unsupervised learning, the number of classes is not defined; it could be able to split data in different cluster. The Semi-
Supervised Learning (SSL) ismixture asupervised learning which is based on the label ed data and unsupervised learning which
uses only unlabeled data. Indeed, the idea of SSL is to use a small set of labeled data and a large set of unlabeled data to
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generateaclassifier from an automatically labeled training set. Therefore, Semi Supervised L earning becomesapractical interest
in several aress.

Moreover, according to thework of [1] [2] [3], there aretwo reasonsfor using the SSL: (i) it preventsthe labeling of alarge data
set and (ii) improve prediction accuracy by the use of unlabeled datain learning.

The second reason agrees closely with the classification of complex data. Complex dataare thosethat have similar characteristics
between classes or those with characteristics that vary frequently. For example, in case of datafrom avideo stream, therel ated
variety of scenes and changes (abrupt or gradual illumination changes, acquisition noise, etc..) cannot be full viewed in a
supervised learning, hence learning must be adaptive to the scene observed. SSL alows “a priori” to address the problem of
lack of adaptability discovered in supervised learning. Several semi-supervised |earning techniques have been proposed in the
literature, among these techniques, the Co-training has showed to be the most used. In order to have a suitabl e technique for
complex data, we propose in this paper a new approach to semi-supervised learning by co-training.

Theremainder of this paper is organized into four sections. In Section 2, we review the techniques of semi-supervised learning.
In Section 3, wefocus on the Co-training: we present both classical variant and the proposed one. The purpose and applicability
of the proposed approach are validated through an experimental study presented in Section 4. Finally, we end this paper with a
conclusion and reflections on the possible uses of the proposed approach.

2. Semi-supervised lear ning techniques

In the literature we distinguish different semi-supervised techniques; the most recognized are self-learning, co-training, semi-
supervised support vector machine (S3VM) and generative models. A comprehensive and thorough study of these techniques
canbefoundin[4].

* Self-learning istotrain aclassifier with labeled data[4]. The classifier isthen used to label the data. Most confidantes’ labeled
dataare added to the training dataset. The classifier isre-trained on the labeled data. The procedureisrepeated until satisfaction
of a stop condition. Despite the simplicity of this technique, the first detected error can reinforce thereby deteriorating the
quality of the final result. Moreover, the convergence is not always guaranteed for complex data. This technique has been
successfully applied to face recognition systems using Principal Component Analysis (PCA) and fingerprint recognition using
the method of measurement strings[5] [6] [7] [8] [9].

* The semi-supervised learning is also called S3VM SVMT (transductive SVM). It extends the standard SVM with unlabeled
data. Itsgoal isto find the data labels so that the hyperplane has a maximum margin on the original labeled and unlabeled data
[4] [10] data. So SVMT isbased on aclear and applicable mathematical foundation where SVM isapplicable[11]. However, there
are some optimization difficultiesto find the exact solution of SYMT.

* The generative models[12] [13] are based on statistical models. The most commonly used models are; the Gaussian mixture
(GMM) for image classification, the mixture of multinomial distributions (Naive Bayes) for categorization of text and hidden
Markov model (HMM) for speech recognition. Note that it isoften difficult to verify the accuracy of the model used. Therefore,
unlabeled data can be misclassified if the sel ected generative model iswrong.

¢ Co-learning (Co-training) [14] isaversion of the self-learning adapted to the use of at least two classifiersthat will help each
other to improve each other. It uses a second classifier that allows the inclusion of data with high variability that was not
accepted by thefirst classifier [15] [16] [17] [18] [19] [20]. It is based on the assumption of the existence of two independent
projections of the same data space. Two classifiers are trained on these two projections must label ed identically the same data.
Thistechnique, used in many studies[21] [22] [23] [4], has the advantage of being | ess sensitive compared to the self-learning
errors.

The examination of various semi-supervised and previouswork based on SSL |earning techniques allowed usto choose the Co-
training. Indeed, it not only has the advantage that it is less sensitive to noise, robust and fast, but also its theoretical basisis
promising for complex contexts.
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3. Co-training

In this section, we start by presenting basic steps of the classical variant of co-training, and then we present the proposed new
variant.

3.1Classical variant of Co-Training
Classical Co-Training stepsareresumed in Algorithm 1 and illustrated by figure 1.

Algorithm 1 : Classical Co-training

Inputs
L: a small set of manually labeled data (M)
U: a large set of unlabeled data
V1l and V2: features vectors of U
Outputs
Cl and C2: two classifiers
L: initial L expanded by automatically labeled data
1. For i=1 to N
{
. Use L for learning by hl using V1
. Use L for learning by h2 using V2
. Classify and label data of U by hl and h2
Select the best labeled data from U
. and add them to L

[
s W R

}

2. Generate (Cl1 and C2 from L

3. Delete L

4. Classify data of U by Cl and C2

5.Label data according to the most confidante classification

The Co-training algorithm requires two learning techniques (h1 and h2) and two subsets of different features related to the
labeled data (L). The principle of the algorithm [14] [24] requiresthat (i) the features can be partitioned into two sets, (ii) each
subset of features set isused for learning h1 or h2, and (iii ) the two subset are conditionally independent [4]. In each iteration,
unlabeled samples (U ) are labeled by each learning technique (line 1.3., Algorithm 1). Based on a confidence score, the best
classified sasmples are selected and added to the labeled base (lines 1.4. and 1.5., Algorithm 1). Oncethetwo classifiers (C1 and
C2) areobtained (i.e, after Niterations) (line 2, Algorithm 1), thetraining base L isdeleted (lines3 Algorithm 1). Labels of new
instances are predicted by the most confident classifier on the sample (lines4 and 5, Algorithm 1).

Despite the success of the classic variant of co-training in the classification of different types of data (see[25] [26] [27] [28] [29]
[30]), this variant does not solve robustly the problem of classification of the complex data, in particular those who present
strong similarity. In fact, when classical variant of Co-training is applied on data, two classifiers can be generated from the
learning set L extended after N iterations. However, the learning set is not representative of the reality of complex datawhose
features change frequently. In addition, this set isregenerated for each new entry (unlabeled data). This constraint hasled usto
propose anew variant of co-training suitable for better complex data classification.

3.2New variant of du Co-training
The objective of the new variant of Co-training isto generate a classifier adapted to the complexity of the data.

Unlikethe classic variant of co-training, the proposed variant hasthree advantages: (1) it generates aclassifier more generic by
a learning technique from a significant base automatically labeled and not from the base L extended after N iterations, this
databaseiscalled MGLP (Model Generation Labeled Poal), (2) selectsasmall labeled set of L from MGL P data, and (3) increasing
the level of selection confidence of the best classified samples through a prediction model obtained by a supervised learning.
Note that the proposed variant of Co-training led to an adaptation to complex data with an optimal setting. The process
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MGLPsize <M
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Y confidants
pixels (Class 1)

Figure 1. Flowchart of classical Co-training variant

of the new variant of co-training isshown in Figure 2. Thefirst stage builds the basis M GL P and the second step generates the
classifier.

In the construction phase of MGLP (stage 1, Figure 2), alearning step by two classifiers (C1 and C2) isiterated N timesfor each
new data. Note that the fixation of an optimal number N of iterations is necessary for better speed of MGLP construction.
Learning by C1 and C2 is performed respectively on two feature vectors (V1 and V2) of small labeled datacalled L. Reducing the
size of the training set isrequired to minimize thelearning time. Thus, it isimportant to ensure that thislearning base contains
aset of labeled samples quite significant. For this, theinitial M samples of L arerandomly selected from a database of manually
labeled samples. Oncethe size of the MGLPisgreater than M, theinitial samplesof L will be selected from MGLP.

In every learning iteration, the most confidants label ed data of each class are added to the database L and MGLP. The selection
of the most confidants datais performed morereliable by taking into account the decision of classification given by aprediction
model obtained offline by a supervised learning.

After constructing the learning base labeled automatically MGLP, the abjective of the second step is to generate online, a
classifier for the classification of complex data. Therefore, alearning technique (T) is used which have provided, for thistask,
efficient and fast results.

4. Experimental Evaluation

The choice of an areaof application for this new variant of co-trainingiscrucial for evaluation. We note that thisvariant aswell
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Figure 2. Flowchart of the new variant of Co-training

asthe classic variant were adopted respectively by [32] and [33] for the online classification of moving pixelsin shadow / non-
shadow from a video stream. Indeed, the detection and removal of shadows related to moving objects show great interest in
computer vision applications. The removal of moving shadows increases the accuracy of detecting moving objects, thus
increasing the effectiveness of these applications. The strong similarity between the characteristics of moving objects and
shadows pixels makestheir classification more complex. In addition, their characteristics change frequently with the dynamic
conditions of the observed scenes.

In the same context (online classification of moving pixels in shadow / non-shadow from a video stream), learning in both
variants, isperformed by two SVM (C1= SVM 1and C2 = SVM 2) with aradial basiskernel (RBK). Setting the classical variant
has been validated by an experimental study [33]. This study has established for the classical variant, N = 20 iterationsand M
= 100 pixels(theoriginal pixelsof L).

In the new variant of co-training the classifier C isgenerated by aT = C4.5. Remember that this new variant uses a prediction
model with C1 and C2. Thismodel, called PM_Shadow, isthe prerequisite result of considerable offline work. PM_Shadow is
obtained by a supervised |earning respecting a series of stepsin order to generate a more generic model. We find it interesting
to present these stepsin subsection A. In addition, we have conducted a series of experiments, described in subsection B, which
aim to determine the optimal number of iterations N and the most appropriate initial size M of the database L.

In subsection C, we present and discuss the quantitative results obtained by the two variants for the online classification of
moving pixelsin shadow/non-shadow from avideo stream.

4.1PM _Shadow generation

Inthefirst step, we built alearning base from the most famous sequencesin the literature. These sequences are acquired under
typical conditions (outside or inside) and include different objects classes and different noise levels. Manual |abeling performed
resulted in a corpus composed of 1.897.998 shadow pixels, 1.791.562 non-shadow pixels. In this step, the choice of the most
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ID3
Learning Set Inactive Example
A B A B
A 93,62% 6,38% A 90,25% 9,75%
B 2,67% 97,32% B 4,95% 95,05%
CDR 95,76% CDR 93,02%
FDR 4,24% FDR 6,98%
Figure 3. CDR and FDR obtained by ID3 for learning Set and I nactive Example
C4.5 (1993)
Learning Set Inactive Example
A B A B
A 93,2% 6,8% A 90,25% 9,75%
B 2,36% 97,64% B 4,3% 95,7%
CDR 95,77% CDR 93,4%
FDR 4,23% FDR 6,6%
Figure4. CDR and FDR obtained by C4.5 (1993) for learning Set and | nactive Example
Cost-Sensitive C4.5(2001)
Learning Set Inactive Example
A B A B
A 93,03% 6,97% A 90,23% 9,77%
B 2,47% 97,53% B 4,3% 95,7%
CDR 95,64% CDR 93,39%
FDR 4,36% FDR 6,61%

Figure5. CDR and FDR obtained by Cost-Sensitive C4.5 (2001) for learning Set and I nactive Example

relevant shadow featuresiscrucial. It determinesthe quality of established models. Therefore, we identified the more relevant
shadows features (see [31]). These features are calculated for each pixel.

Following the preparation of the training data, we carried out various experiments to find the most accurate prediction model.
This stage consiststo extract useful knowledge from thetraining data set. However, intheliterature, there are several techniques

34

Progress in Machines and Systems Volume 2 Number 1 April 2013




One-Vs-All-Decision-arbre

Learning Set

Inactive Example

A B A B
A 90,53% 9,47% A 90,49% 9,51%
B 36,52% 63,48% B 36,6% 63,4%
CDR 74,87% CDR 74,84%
FDR 25,13% FDR 25,16%
Figure 6. CDR and FDR obtained by One-Vs-All-Decision-arbrefor learning Set and I nactive Example
A limited search:
Learning Set Inactive Example
A B A B
A 76,94% 23,06% A 76,86% 23,14%
B 5,34% 94,66% B 5,28% 94,72%
CDR 87,2% CDR 87,18%
FDR 12,8% FDR 12,82%
Figure 7. CDR and FDR obtained by A limited search for learning Set and Inactive Example
Improved Chaid:
Learning Set Inactive Example
A B A B
A 80,33% 19,67% A 80,27% 19,73%
B 9,4% 90,6% B 9,32% 90,68%
CDR 86,27% CDR 86,28%
FDR 13,73% FDR 13,72%

Figure8. CDR and FDR obtained by Improved Chaid for learning Set and | nactive Example
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of supervised learning. Among the most important criteriaof theoretical comparison of these techniquesisthe understandability
of produced prediction model. Based on this criterion, we decided to use decision trees. These latter focuses on usability and
readability results. They also produce results easily interpretable and therefore exploitable, and presented in the form of logical
classification rules.

We have studied six techniques based on decision treesincluding: D3, C4.5, Cost-Sensitive C4.5, One-Vs-All Decision Tree, A
limited search and Improved Chaid. We divided our database into training data set (Learning Set) (70%) and test data set
(Inactive Example) (30%). We computed, for each technique, therate of correct classification (Correct Detection Rate (CDR)) and
therate of incorrect classification (False Detection Rate (FDR)), the additional (TCD) based on the confusion matrix. Asshown
inFigures3,4,5, 6, 7, and 8, the best rates of CDR and FDR are given by C4.5 1993.

4.2 Proposed setting for thenew Co-training variant (M and N)
For different values of N and M, we cal culated the shadow detection accuracy (h) (equation 1), shadow discrimination accuracy
(x) (Equation 2), the correct classification rate (Classification Accuracy (CA)) (Equation 3) and the execution time (S).

P
==t
TP _+FN
S S
geF
TP, +FN,
7P3+ TPS

CA

TP_+FN_+ TP_+ FN_

0,9

0,8

0,7

0,6
[ 100
0,5

0,4 200
0,3 W 300

0,2
0,1

CA n &

Figure 9. Averageratesof CA, & and 1 obtained for differentsinitial sizes (M ={ 100, 200, 300} ) of L (N=5)

With:

- Sand F denote the pixel shadow and non-shadow pixels.

- TP the number of pixels belonging to the class of shadow pixelswhichis affected by the class of shadow pixels.

- FN;: the number of pixels belonging to the class of non-shadow pixels which is affected by the class of shadow pixels.

- FNg: the number of pixels belonging to the class of shadow pixels which is affected by the class of non-shadow pixels.

- TP, : the number of pixels belonging to the class of non-shadow pixelswhich is affected by the class of non-shadow pixels.
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According to our intensive experiments, we have chose the number of iteration N = 5 and theinitial sizeM =100 pixels. Some
results of these experiments are presented in Figures 9, 10, 11 and 12.
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Figure 10. Execution times of fiveiterationswith differentsinitial sizes(M ={ 100, 200, 300} ) of L (N=5)
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Figure 11. Averagerates of CA, n and £ obtained for differents number of iterations (N={5,10,15}) with M =100

Figures 9 and 10 show, respectively, for different sizes of M (100, 200 and 300 pixels), the average rates of CA, ) and x, and the
execution time required to perform learning and generation of C1 and C2 by two SVM for five iterations. Recall that in each
iteration, theinitial size (M) of L increases by the more confidant classified pixels. The best rate of CA, 1 and & (= 83%) aregiven
by M = 100. In addition, for the same value we obtained an optimal executiontimefor fiveiterations.

Figures 11 and 12 show, respectively, for different numbers of iterations N (5, 15 and 20), the average rate of CA,n and €, and
execution time required for learning and generation of C1 and C2 by two SVM for M = 100. For N = 5, the proposed variant
records CA, n and § rates (= 88%) close to thosereported for N = 10 (= 89%) and N = 15 (= 91%) with avery significant gainin
termsof executiontime.

Obviously, the selection of M pixels from MGL P and the presence of a prediction model that increasesthe level of confidence
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assure both the optimality and robustness of our variant.
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Figure 12. Execution times of differents number of iterations (N ={5, 10 and 15} ) (M =100)

Highway | I ntelligentRoom
| LT

*®

Outsi de Inside
Light Source Natural MultipleArtificia
Speed of Moving Obj ect High speed Low speed

(Vehicles) (Person)

Shadow Shape Big shape Small shape
Shadow Color Dak Clear
Texturelevel in Background were Shadow isprojected Lowtexture | Varied Texture

Table 1. Corpus d évaluation quantitative

4.3 Compar ativestudy

In order to validate the robustness and performance of our co-training variant, the comparative study was performed within two
series of experiments on sequencest Highwayl and IntelligentRoom (see Tablel). Thefirst experiment isacomparison between
the results of classification of moving pixelsin sha dow/non-shadow given by the new variant of co-training and the classical
one. Quantitative scores (shadow detection accuracy (1) and shadow discrimination accuracy (&)) were used for thisevaluation.
The second experiment isacomparison in terms of execution time (s) between the two variants.

The comparative study (see Figure 13) with aclassical variant [33] shows that the results achieved by the new variant exceed
those recorded by the classical variant. Indeed, our variant recorded the best recall rate on the detection of moving pixels and
the detection of shadow pixels (1 and & between 84.85% and 93.47%). |n addition, the classical variant [33] givesrates nand &
between 81.23% and 89.76%. The gainsin our variant are due, on the one hand, to the adaptive nature of our variant, and on the
other hand, to the independence of our variant of the diversity and dynamism of the environment. This further proves the
improvement reported by learning and generation of aclassifier from asignificant base MGLP.
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Figure 13. Average rates of £ and 1 obtained by our variant (light grey) and
classical variant (darken grey) on Highway! (right) and IntelligentRoom (left)
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20 A-\
. \/,
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5
0
13517 13891 14401 5159 16580
—#— 2SVM 17,592372 15,501955 18,239086 20,72421 17,387731
C4.5 5,988242 6,244762 6,830847 2,394401 7,421067

Figure 14. Execution timefor learning and generating final classifiersby
our variant (with C4.5) and classical variant (with 2SVM) of Co-training

Figure 14 shows the comparison results between our variant of Co-training (N =5 and M = 100) and the classic variant (N= 20
and M = 100) in terms of execution timefor learning and generating classifiers (respectively C and (C1 and C2)) for several sets
of data (13517, 13891, 14401, 16580 and 5159 pixels). This comparison showsthat the classical variant requiresmuch moretime
than our variant for learning and generating aclassifier from alarge data set (after 20 iterations). Indeed, the learning principle
by SVM prevents rapid convergence, i.e the separating hyperplaneis hardly found in alarge complex database.

5. Conclusion

In this paper, we propose a Semi-Supervised Learning by Co-training approach. In fact, this proposal comes from the study of
classical variant which isnot suitable for complex data.
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The proposed variant is based on avaried database (M GL P) onlinelabeled automatically, and generates a prediction model from
this base.

The construction of MGLPrelies on results of aconsiderable offlinework to generate a prediction model. This offline work will
not have to be redone; their results (prediction model) can be used to build another database MGLP.

Performances of thisnew variant have been demonstrated through a quantitative evaluation. The quantitative results presented
in this paper show improvementsin terms of rate and time. The obtained results show the independence of our variant of the
diversity and dynamism of the environment. The various experiments performed areleaving apromising exploitableintheonline
classification of different typesof complex data.

References

[1] Kristin P. Bennett, Ayhan Demiriz. (1999). Semi-supervised support vector machines. In: Proceedingsof the conferenceon
Advancesin neural information processing systems, p. 368-374.

[2] Greg Schohn, David Cohn. (2000). Less is more: Active learning with support vector machines. In: Proceedings of the
Seventeenth In ternational Conference on Machine Learning, p. 839-846.

[3] Andre Guggenberger. (2008). Semi-supervised learning with support vector machines. Technical report.
[4] Xiaojin Zhu. (2008). Semi-supervised learning literature survey. Technical report, New York.

[5] Giot, Romain. (2012). Contributions aladynamique de frappe au clavier : multibiométrie, biométrie douce et miseajour dela
référence, Université de Caen.

[6] Marcidis, G, Rattani, A., Roli. F. (2008). Biometric template update: an experimental investigati on on the rel ationship between
update errors and performance degradation in face verification. In: SSPR& SPR, p. 684—693. Springer.

[7] AjitaRattani. (2010). Adaptive Biometric System based on Templ ate Update Procedures. These de doctorat, Dept. of Electrical
and Electronic Engineering University of Cagliari.

[8] Roli, F., Marcialis, G. (2006). Semi-supervised pca-based face recognition using self-training. In: Structural, Syntactic, and
Statistical Pattern Recognition, p. 560-568. Springer.

[9] Fabio Roli, LucaDidaci, Gian LucaMarcialis. (2008). Advancesin Biometrics, chapitre Adaptive Biometric Systems That Can
Improvewith Use, p. 447-471. SpringerLink.

[10] Chapelle, O., Sindhwani, V., Keerthi, S. (2008). Optimization techniques for semi-supervised support vector machines.
Journal of Machine Learning Research, 9, 203-233.

[11] Tian, Xilan. (2012). Apprentissage and Noyau pour les | nterfaces Cerveau-machine. Diss. INSA de Rouen.

[12] Nigam, K., McCallum,A. K., Thrun, S., Mitchell, T. (2000). Text classification from |abeled and unlabel ed documents using
em. MachineLearning, p. 103-134.

[13] Fujino, A., Ueda, N., Saito, K. A hybrid generative/discriminative approach to semi-supervised classifier design. The
Twentieth National Conference on Artificial Intelligence.

[14] Avrim Blum, Tom Mitchell. (1998). Combining labeled and unlabel ed datawith co-training. In: Proceedings of the eleventh
annual conference on Computational learning theory, p. 92—-100.

[15] Didaci, L., Marcidlis, G, Rali, F. (2009). Modelling frr of biometric verification systems using the templ ate coupdate algorithm.
In: Lecture Notesin Computer Sciences, ICB.

[16] Ajita Rattani. (2010). Adaptive Biometric System based on Template Update Procedures. Thése de doctorat, Dept. of
Electrical and Electronic Engineering University of Cagliari.

[17] AjitaRattani, Gian LucaMarcialis, Fabio Roli. (2008). Boosting gallery representativeness by co-updating face and fingerprint
verification systems. 5" Summer School for Advanced Studies on Biometrics for Secure Authentication.

[18] AjitaRattani, Gian LucaMarcialis, Fabio Roli. (2008). Capturing largeintra-classvariations of biometric databy template co-
updating. In: Computer Vision and Pattern Recognition Workshops. CVPRW’ 08. | EEE Computer Society Conference on 2008c.

40 Progress in Machines and Systems Volume 2 Number 1 April 2013




[19] Roli, F, Didaci, L., Marcidis, G (2007). Template co-updatein multimodal biometric systems. In: International Conference on
Biometrics (ICB), p. 1194-1202. Springer.

[20] Fabio Roali, LucaDidaci, Gian LucaMarcialis. (2008). Advancesin Biometrics, chapitre Adaptive Biometric Systems That
Can Improvewith Use, p. 447-471. SpringerLink.

[21] Jones, R. (2005). Learning to extract entities from label ed and unlabel ed text (technical report cmu-Iti-05-191). Technical
report.

[22] Zhou, Z. -H., Zhan, D. -C., Yang, Q. (2007). Semi-supervised learning with very few labeled training examples. Twenty-
Second AAAI ConferenceonArtificial Intelligence (AAAI-07).

[23] Balcan, M. -F,, Blum, A. (2006). An augmented pac model for semi-supervised learning. In: Semi-Supervised Learning, p.
397420, 226.

[24] Mitchell, T. (1999). Therole of unlabeled datain supervised learning. In: Proceedings of the Sixth International Colloquium
on Cognitive Science.

[29] Javed, O., Ali, S., Shah, M. (2005). Online detection and classification of moving objects using progres-sively improving
detectors. |EEE Computer Society Conference on Computer Vision and Pattern Recognition, 1, 696—701.

[26] Nair, V., Clark, J. J. (2004). An unsupervised, onlinelearning framework for moving object detection. In: Proceedings of the
2004 | EEE Computer Society Conference on Computer Vision and Pattern Recognition, 2, 317-324.

[27] Ferencz,A., Learned-Miller, E.G, Mdlik, J. (2005). Building aclassification cascadefor visual identification from one example.
Tenth | EEE International Conference on Computer Vision, 1, 286—293.

[28] Hewitt, R., Belongie, S. (2006). Active learning in face recognition: Using tracking to build aface model. Conference on
Computer Vision and Pattern Recognition Workshop, CVPRW ' 06., p. 157-157.

[29] Feng Tang, Brennan, S., Qi Zhao, Hai Tao. (2007). Co-tracking using semi-supervised support vector machines. |EEE 11"
International Conference on Computer Vision, ICCV, p. 1-8.

[30] Jepson, A. D., Fleet, D. J., EI-Maraghi, T. F. (2003). Robust online appearance model sfor visual tracking. |EEE Transactions
on Pattern Analysis and Machine Intelligence, p. 1296-1311,.

[31] Salma, Kammoun Jarraya. (2013). Détection par Modélisation en-ligne du fond and suivi d’' objets en mouvement dans un
flux vidéo capté par une camérafixe. Universitéde Sfax.

[32] SamaKammoun Jarraya, RaniaRebai Boukhris, Mohamed Hammami, Hanéne Ben-Abdallah. (2012). Cast shadow detection
based on semi-supervised learning. In: International Conference on Image Analysis and Recognition, p. 406—414. Springer
LNCSs

[33] Joshi, A. J., Papanikolopoulos, N. P. (2008). L earning to detect moving shadowsin dynamic environments. | EEE Transactions
on Pattern Analysis and Machine Intelligence, 30 (11) 2055-2063.

Progress in Machines and Systems Volume 2 Number 1 April 2013 41





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


