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ABSTRACT: ChatGPT, in recent months, has made a
significant impact and exposure in the information world.
Many studies have been conducted within a shorter
timeframe about its efficiency, reliability, ethics, accu-
racy and acceptance. Besides, hundreds of opinions and
perception-based analyses have also emerged. In this
work, we look at the ChatGPT as a question-answering
tool. We have used randomly generated prompts to so-
licit answers and analysed the results from a text analy-
sis angle. The answers are compared with text analysers
both manually and statistically. ChatGPT still needs more
precision for linguistic effects and fails to meet compre-
hensive users’ requirements.
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1. Introduction

The infusion of AI techniques in Natural Language Pro-
cessing (NLP) leads to the construction of sentences
based on predictive transformers, which dictate sequence
during sentence formation. Based on statistical probabil-
ity, the language models form sentences with training. The
significant language model is the Generative Pre-trained
Transformer, and its first version GPT-1, was introduced in
2018, followed by GPT -2 and GPT- 3. GPT-3 has impacted
users more than its predecessors as it holds many
unparallel features. The GPT-3 uses a neural network which
is termed a transformer. GPT-3 takes in a sequence of
words and uses multiple layers of statistical probability to
analyse the relationships between phrases and predict
the next word in the sequence. GPT-3 is used for many
tasks, such as language translation, summarisation, ques-
tion answering, text generation, code generation etc. [1].
Dialogue generation, Text generation, Sentiment analy-
sis,  Language translation, Content generation, Classifi-
cation Some applications identified include unstructured
data, Information answering, Hyperpersonalization, User
behaviour identification, and Improved analytics.

The attributed reason for the effectiveness of Chat GPT is
the use of 175 billion parameters with ”variables in an AI
system whose values are changed during training to find
how the input information gets transformed into the ex-
pected output” [2,3,4].

The ChatGPT is developed as an Artificial General Intelli-
gence tool to impart human cognitive ability. The ChatGPT
ensures the patterns within the language using syntax,
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grammatical features, and semantics [5,6,7,8].

2. Background

As the GPT has the potential to answer any question, the
academic world depends on it for knowing, learning, and
writing texts, thus making the students get answers with-
out foraging large text collections. Extensive use of GPT
leads to leaving the knowledge forage activities of the stu-
dents and consequently harm learning. Many research-
ers expressed concerns about losing creativity and end-
user information foraging capabilities. The development
of AI is viewed as a technological development rather than
a scientific progress. Extensive use of this technical tool
affects the learning process and harms creating scientific
breakthroughs in future.

Whether this technological development coincides with
cognition and semantic characteristics of natural language
is an issue. So, we must research this issue before ap-
plying AI progress in Information handling activities. In this
work, we intend to address this issue not on a broad level
but specifically, the use of the specific AI tool, ChatGPT,
in question answering. This work is structured as follows.
We briefly review the research on the AI-generated text,
followed by a brief discussion on question-answering sys-
tems. We then introduce the debate on the dataset, analy-
sis and outcome of the exercise on the question-answer-
ing capability of the ChatGPT.

2.1. Earlier Studies and AI-generated Text
ChatGPT is viewed as an effective tool in conversation
with users, seemingly naturally and intuitively [9]. The
OpenAI introduced Generative Pre-Trained Transformer
(GPT-)3 in 2020 as a significant AI development. GPT-3
was developed by training a large corpus with 45 terabytes
of text [10]. Its data sources are drawn from Common
Crawl (a non-profit organisation that crawls the web data
and makes it available to open the stored information and
data volume open), WebText2, Books and Wikipedia.
WebText2 is the extraction of the text of web pages us-
ing the source Reddit links from posts with a minimum of
three upvotes, and Books is based on Books1 & Books2,
which are two web books corpus [11].

We summarise the crucial research progress related to
GPT-3 and its predecessor, GPT-2, in higher education
and research. Dehouche (2021) [12] studied whether the
plagiarism identification process requires changes due to
the features of GPT-3. Similarly, Fyfe (2022) [13] debated
the concept and study of plagiarism, tests with GPT’s
earlier iteration GPT-2, and recommends that academic
users manipulate writing using text editors. The efficiency
issue of AI tools (such as GPT-3) is addressed by Anson
& Straune (2022) [14]. It presents guidelines on how fac-
ulty can meet the challenges of their availability to users
[15]. Köbis & Mossink [16] analyzed GPT-2, with users
finding it difficult to identify GPT-2-created poetry reliably.
Some researchers [17] are positive about the learning fea-

tures of GPT-3 in the virtual learning process. Moore et
al.’s (2022) [18] addressed the science courses and the
user access pattern, and GPT-3 was used to assess the
quality. [19] A study found that GPT-3 is an essential cog-
nitive and semantic tool for writing as it feeds optimum
writing input. Nguyen et al. 2022 [20] detect other rel-
evant academic literature.

3. Question-Answering system (Q & A)

Recently many web-based interactive systems use intel-
ligent computational applications such as chatbots and
work like humans. The artificial system can respond to
user queries immediately with trained answer sets. Us-
ers can raise questions, and the system interacts quickly.
Large Language Models (LLMs) are neural networks
trained in a large volume of text which produce natural
language output. The ChatGPT is developed as an Artifi-
cial General Intelligence tool to impart human cognitive
ability. The ChatGPT ensures output perfection concern-
ing the language, using basic linguistic features. [21, 22,
23, 24]. The recurrent neural network (RNN) was initially
created as the state-of-the-art algorithm for generating
answers to user queries, followed by the generative pre-
trained transformer. (GPT) [25]. Natural Language Gen-
eration techniques have been studied mainly in conver-
sational agents [26,27,28]. Conversational agents, or
chatbots, engage users through natural language with
algorithms [29].

The regenerative neural networks generate the question-
answer (QA) pairs in the given contexts more efficiently
than the non-deep learning methods. [30]. The AI-based
tools use transformer-based deep learning models, sig-
nal the functions and tasks in a series of NLP processes,
and perform question-answering reading comprehension
and summarisation [31]. In a study, Zhang identified that
they could outperform in NLP tasks like humans. [32].
GPT-3 recorded far-reaching performance and reflected
imminent growth over its predecessor GPT-2, so it is es-
sential to assess its effectiveness in question-answer-
ing.

4. Dataset

Randomly, we have generated 27 queries that seek de-
scriptions and answers to questions. We ensure that the
selected prompts are fed into ChatGPT. These questions
are provided in the ChatGPT as Prompts, and these
prompts generate answers in the ChatGPT.

The answers generated by both the GPT and Scientific
Reports are now analysed using various NLP parameters
to assess the effectiveness of the ChatGPT.

5. Parameters

Plagiarism/originality of the responses from ChatGPT-
The Normal and AI similarity are checked by plagiarism
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S. No Prompt Normal Similarity AI similarity

1 Fair vocabularies 0 100

2 Data privacy laws 31 100

3 Brain-spine interface 9 27

4 Baby mice hearts 0 38

5 Quantum computers offer large gains 54 31

6 How data is used to combat misinformation 0 100

7 Health for All at the Centre of our 3 100
Economies and New Economic Thinking

8 Designing, conducting, and reporting
control interventions to establish a quality 9 68
standard in non-pharmacological intervention
research

9 Bacterial meningitis in children 10 100

10 Multispecific multiantibody 11 100

11 Cytolytic CD8+ T cells infiltrate germinal 23 100
centers to limit ongoing HIV replication in
spontaneous controller lymph nodes

12 Protocatechuic acid boosts continual 23 100
efferocytosis in macrophages by derepressing
KLF4 to transcriptionally activate MerTK

13 Respiration organizes gamma synchrony in 7 100
the prefronto-thalamic network

14 Nanoscale thermal control of a single 8 100
living cell enabled by diamond
heater-thermometer

15 Prevalence of Brucella endocarditis 0 95

detection tools.

Text editors’ language analysis- The Grammarly text
editor analyses the text.

Human Intervention- We assess the questions and an-
swers for their content. During the text analysis, we fix
the levels as below.

Domain: General

Intent: Describe

Audience: Knowledgeable

We do not analyse the comprehensiveness of the an-
swers this process requires an additional answer system

and question generation address one point of view of the
issue.

6. Analysis

We have provided input into ChatGPT using randomly
created factual, interpretative, evaluative and rhetorical
questions. These questions are generated using the re-
cent news published by Nature, British Medical Journal
and Science. The answers extracted from the ChatGPT
are subjected to a few analyses.

The answers yielded by ChatGPT are subjected to simi-
larity measures. First, we tested the normal similarity
followed by the AI similarity, which is currently added by
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Table 1. Similarity measures of ChatGPT answers using normal and AI tests in text editors

many text editors and plagiarism detection tools. Table 1
lists the results for the queried prompts. The standard
similarity scores range from 0 to 54. Thus, checking the
ChatGPT-generated text in text editors or plagiarism de-
tection tools may not detect the data trained in the AI. AI
is used for both answer provision for users and validating
the originality of the texts generated.

6.1. Text Analysis
The texts generated by the AI tool are analysed for their
linguistic validity using the measures such as Wordiness
Instances, Rephrasing and Rearranging requirements, Text
Inconsistency Occurrence, Engagement, Unclear Sen-
tences, Determiners and Overall Text Scores. Grammati-
cal perfection is called in language and presentation and
is essential for communication. Pointless mistakes, such
as improper verbs, tenses, or sentence fragments, lead
English look unprofessional and ill-conceived. It is, there-
fore, significant for us to measure the retrieval quality in
terms of language rules to ensure text consistency.

6.2. Parameters for Assessment
6.2.1. Wordiness
Limiting the word clutters, eliminating redundancy, and
reducing unnecessary qualifiers, weak verbs, and round

about expressions are essential in communication. The
assessment of them will ensure comprehension and en-
sure to focus on important content.

6.2.2. Rephrasing and rearranging requirements
Many text editors suggest rephrasing to eliminate in-con-
cision, and we tested it in the ChatGPT retrieval. Each
retrieval set tests the text for the need for rephrasing, and
the instances are counted.

6..2.3. Engagement
The presentation's first few lines help the reader decide
whether to keep reading or leave with information con-
sumption. We now test the retrievals for engagement is-
sues.

6.2.4. Unclear Sentences
Clear sentences lead us to understand and interpret eas-
ily. Writing clearly and concisely helps move the text de-
liberately, construct carefully and use grammar correctly.
We use unclear sentences as one parameter in this analy-
sis.

6.2.5. Determiners
A determiner is a word that modifies, describes, or intro-

• Note: For a few prompts, the text editors failed to provide similarity scores

16 Global Shrinkage of Space and the Hub-and-Spoke 21 100
System in the Global Trade Network

17 Deep-sea mining might rely on flawed data 0 100

18 Why chronic stress upsets the gut 10 100

19 What do you know about citation padding  0 NA

20 Neglected Tropical diseases 18 NA

21 Evaluating Knowledge graphs  0 35

22 Antidepressants induce mutation  23 NA

23 Science is less disruptive  0 NA

24 Why Himalayan Town is shrinking  6 100

25 Introducing methodological review  9 100

26 Carbon dioxide removal 44 NA

27 Science becomes less disruptive  0 100



  54            Journal of Digital Information Management    Volume   21   Number   2      June   2023

duces a noun with possessives and demonstratives. Thus, each prompt and its retrieval content are tested using the
above-described parameter and the results are presented in Table 2.  Table 2 presents the results of the various text

  S.No              Prompt Overall
Text
Score

Wordiness
Instances

Rephrasing
and
rearranging

Text incon-
sistency
occurrence

En-
gage-
ment

Unclear
sen-
tences

Deter-
miners

1.         Fair Vocabularies

2.          Data Privacy

3.          Brian-spine interface

4.          Babymice heart

5.          Quantum computers

6.          How to combat data

7.          Health for all

8.          Designing control inventions

9.          Bacterial meningitis

10.        Multispecific multiantibody

11.        Cytolytic CD8+ T cells infi

12.        Protocatechuic acid boosts continual
            efferocytosis

13.        Respiration organizes

14.        Nanoscale thermal control

15.       Prevalence of Brucella endocarditis

16.        Global Shrinkage of Space

17.        Deep-sea mining

18        Why chronic stress upsets the gut

19         Citation padding

20.       Neglected tropical diseases 2023

21.        Evaluating Knowledge Gaps in
             Sea-Level Rise

22.       Antidepressants induce mutation

23.        Science is less disruptive

24.        Why Himalayan town is sinking

25.        Introducing methodological review

26.        Carbon dioxide removal 2022

27.       Science becomes less disruptive

Table 2. Text Analysis Results

82% 5 1 0 1 1 0

94% 3 4 0 1 3 0

95%/ 3 2 0 0 1 0

96%/ 1 0 0 1 2 2

95%/ 2 1 0 3 0 1

83% 5 2 0 1 2 0

90% 7 1 0 1 4 0

86% 6 2 0 5 1 0

92% 1 0 0 2 1 1

73% 4 4 0 2 4 0

66% 7 1 0 1 1 0

84% 1 2 0 1 1 3

77% 2 2 0 3 2 0

84% 5 2 0 1 2 1

97% 1 0 0 2 1 0

88% 4 0 0 4 2 0

88% 1 1 0 3 3 0

86% 1 1 0 3 3 1

96% 1 0 0 2 1 0

86% 2 1 0 0 0 0

79% 2 1 0 3 6 3

98% 2 1 0 1 1 0

87% 2 0 0 1 1 0

82% 6 1 0 3 2 0

83% 5 1 0 4 2 0

87% 3 1 0 1 3 1

85% 2 2 0 5 3 0
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analysis made from the answers of the ChatGPT. The
Overall Text Scores range from 77 to 96%, leaving differ-
ent values. The overall text scores are arrived in text edi-
tors based on all the text examined in their platform. Thus,
it is a relative one based on the examined scores online
by many users. We use the text editor platform to arrive
at the Overall Text Scores for the ChatGPT prompts.

 The wordiness instances are significant, considering the
small text size in the answers, while the rephrasing sug-
gestions are moderate. The text editor has not reported
any text consistency for all our prompts.

The other three parameters, Engagement, Unclear Sen-
tences and Determiners, are moderate in the analysed
text. We then tested the relation between various param-
eters used for text testing. The results are produced be-
low in the figures.

6.3. Relationship measure among variables in Text
analysis
In the analysis below, we correlated the combination of
two variables. The text's Overall Text Score and Wordi-
ness match; Figure 1 below shows the relations. A high-
level correlation is observed, which indicates the text's

Figure 1. Relationship between Overall Text Scores and Wordiness

Figure 2. Relationship between Overall Text Scores and rephrasing
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overall score is high when wordiness is less. The relation between Overall text and rephrasing requirement is moderate.
Otherwise, the rephrasing requirement only impacts overall text scores a little.

Figure 3. Relationship between Overall Text Scores and Text Inconsistency

Figure 3 has no result as the text editor does not report text inconsistency during analysis. Thus, no inference is
generated in this relationship.

Figure 4. Relationship between Overall Text Scores and Engagement
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The impact of engagement on the Overall text score is moderate, as the overall relation shows positive results.

Figure 5. Relationship between Overall Text Scores and Unclear Sentences

The plotting of the points is scattered as we do not find the plots over the median line in the graph. It confirms the less
impact of the unclear sentence occurrence over the Overall Text Scores.

Figure 6. Relationship between Overall Text Scores and Determiners
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The determines do not impact the Overall Text Scores,
and the plotted points lie above the possible median line.

6.3.1 Correlation among multiple variables
The deployment of a few selected variables and their data
is subjected to a multi-correlation analysis, and the re-
sult is presented in Figure 7.

The x-axis is used to represent seven variables, and the
Y-axis is used to describe the overall text scores. Figure
7 illustrates the overall general relationship results, show-
ing varying relations among the variables used in the text
analysis.

Writing and presenting the text is difficult for many people,
and correcting the language and presentation is tough.
Users, particularly non-native users, need help transform-
ing wordy sentences into more concise ones and ensur-
ing error-free sentences. AI tools are expected to infuse
linguistic constructs into their platform. However, the above
analyses found that AI tools must provide error-free con-
tent in answering questions. AI-based tools should incor-
porate more features to bring successful language mod-
els.

For a few prompts, the ChatGPT replies that data was
trained till 2021 only, and the updated content is not gen-
erated. During the manual analysis of the answers, we
also found that the content is more elementary, and the
critical part is omitted. The efficiency of ChatGPT is be-
hind human expertise, particularly in perception and com-
prehension.

Figure 7.  Relationship between all the variables used for text analysis
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The success of ChatGPT depends on the training dataset.
The dataset has yet to incorporate many newer research
reports and relies on open content on the web.

Query refinement is required in many places as ChatGPT
intelligence needs to understand user perception. A query
on 'Science is less disruptive' leads to a denial response
from ChatGPT. This phrase is drawn from the Nature re-
port where ChatGPT fails to recognise and respond to it
negatively. When an advanced query, 'Science becomes
less disruptive,' it can sense and respond. In the ques-
tion-answering systems, the user queries are modified
with human intervention, which is inattentive in AI-based
systems.

The texts generated from ChatGPT fail to ensure consis-
tency in the answers to the questions raised, confirming
that the training needs more precision and the call for
more variables to make the AI conversations more ori-
ented to language and language models impact the user
community.

7. Issues in Chat GPT

ChatGPT is found to have fabricated the text with several
factual errors, misrepresentations and erroneous data.
These errors are reported mainly due to the absence of
relevant and significant content in ChatGPT's training set,
a failure to filter the correct data or difficulty distinguish-
ing between credible and less-credible sources [33]. Simi-
lar biases, such as availability, selection and confirm
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The inevitable use of LL Models in different domains and
the academic world is open, and users largely accept to
practice it. The experts' studies and opinions should be
considered while using it. It is essential to follow the eth-
ics, guidelines and regulations, and the engagement of
all stakeholders is required to ensure the responsible use
of ChatGPT powers. [39].
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