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ABSTACT: Depth information plays an important role in many computer vision applications including moving object
detection. In this paper, we introduce a fast moving object detection method using Kinect v2. Comparing to Kinect v1, the
Kinect v2 provides a higher resolution for RGB images and adopts a ToF (Time-of-Flight) sensing mechanism for depth
measurement. The upgraded depth sensing method yields depth images with less noises and holes, which allows us to simplify
the pre-processing of eliminating noises and filling holes. Also, the depth information of the Kinect v2 is fruitful enough to
detect the moving object without resorting to RGB image. These properties of the Kinect v2 lead us to devise a fast moving
object detection method.
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1. Introduction

Moving object detection in a video is a very important task in computer vision, especially for human detection and surveillance
problems. Therefore, various algorithms have been proposed to improve the performance of the moving object detection.
Depending on the specific target application, the detection methods are classified into online and offline approaches. The online
applications [1-4] employ a fast algorithm to achieve a real-time processing, sacrificing the detection accuracy. In addition, the
online methods rely on several past frames to estimate a foreground model, which may cause an interleaving region between the
adjacent objects.  Since only past frames are used for object detection, it is also vulnerable to a sudden appearance of an object
in the video. On the other hand, the offline applications often require an exact detection of the moving objects, which forces to
use background modeling [5] and background subtraction [6] schemes. One may combine background modeling [5] and
background subtraction [6] methods to improve the detection accuracy at a slightly increased cost of the complexity. Basically,
the offline approaches require to extract the moving objects rather than the background explicitly, which rather be a major task
and usually takes a long execution time.

Most of the moving object detection methods are based on RGB information only, which obviously has a limitation in the
accuracy of the object-detection. To improve the detection performance both RGB and depth images have been used. For
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example, since the Kinect sensor provides both RGB and depth images, we can exploit the RGB image to fill the holes in the depth
image and the hole-filled depth image to detect the moving objects [7]. Note that the algorithm  in [7] is designed for Kinect v1
with a structured IR light, where the depth images suffer from noises and holes. On the other hand, the Kinect v2 adopts a ToF
(Time-of-Flight) sensing mechanism, which suffers less from the noises and holes than the Kinect v1.

Figure 1 demonstrates the specific differences between the depth images from Kinect v1 and v2. Compared to the depth map of
Kinect v1 in Figure 1(b), there are little holes in the depth map of Kinect v2 as shown in Figure  1 (d). This makes it possible to
skip the preprocessing for the depth images used for Kinect v1.

Beside the mentioned drawbacks, detecting moving object based only on RGB information is almost an impossible task for night
scenes or changing light conditions [8]. Thus, to be robust against the ambient illumination to detect the moving objects we
definitely need the depth information. Luckily, as mentioned earlier, the Kinect v2 provides a depth image with a good quality,
which allows us to skip the noise removal and hole filling processes. That is, the moving object detection can be achieved by the
depth image only for the Kinect v2 without resorting to RGB color information. This in turn speeds up the detection of the
moving objects. Specifically, a moving object can be easily extracted by just differentiating depth sequences and updating a
reference background depth image in Kinect v2. The rest of this paper is organized as follows. The next section describes the
proposed scheme, where we propose a new moving object detection method based on the depth information and reference
background depth image. The performance evaluation in Section III shows our experimental results and discussions on the
results. We give a conclusion in Section IV.

Figure 1. Comparisons of Kinect V1 and Kinect V2. (a) RGB image from Kinect v1 (b) Depth map from Kinect v1 (c) RGB
image from Kinect v2 (d) Depth map from Kinect v2

2. Moving Object Extraction With Depth Information

As shown in the overall flowchart (see Fig. 2), we need a reference image R as a background model. This reference image is
updated whenever we have a new static scene. Modeling the background with RGB information, we usually need a training
sequence to determine pixels that belong to background. However, noting that the depth map contains information about the
distance to the surfaces of objects from a viewpoint, instead of estimating background model based on a sequence of RGB
frames, we can use a reference depth image as a background model.
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Figure 2. Flowchart of our proposed object extraction approach

Figure 3. Moving object extraction. (a) Original RGB frames, (b) depth frames, (c) Cost maps C
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After acquiring the reference image R, we can get the subtraction image CS by differentiating the depth Dt and the reference
image R, where t represents the current frame. To avoid the occluded pixels which appear in the hole regions, a threshold τS is
used to eliminate the unreliable regions as follows

where I ={It (i, j) |1 <  t < N, 1 < i < H, 1 <  j < W} represents the given video sequence, N is the number of frames, and H and W
represent the size of each frame and D = {Dt |1 < t < N, 1 < i < H,1 <  j < W} is the corresponding depth image. As shown in Fig.
3(b), there are some regions of no depth information. This can happen when we have the reflection problem from the shiny floor.
This is the reason why we need a threshold τS for removing unavailable and occluded pixels in (1). Now, the subtraction image
CS is to be blurred with Gaussian filter to remove noises as follows

where Gσ is a 2-D Gaussian kernel with the standard deviation σ . GW  indicates neighboring pixels of image CS (i, j) and WG is the
normalization factor which can be defined as WG ∑(i’, j’)∈G  Gσ. Finally, the cost map Ct of frame It is defined as

where CG is the blurred subtraction image with Gaussian filter from (2) and τC is the threshold to eliminate the unconnected pixels
after removing noises. Through the above three steps (1)-(3), the cost map Ct can separate the background region from the
moving-object region with two values of 0 or 255. An example of the overall flow of our method is shown in Figure 4. Given the
reference frame R and current frame as shown in Figure 4 (a) and Figure 4(b), we can obtain the subtraction image CS from two
frames (see Figure 4(c)). Figure 4(d) shows the filtered subtraction image with the Gaussian filter. Lastly, Figure 4 (e) and 4(f)
show the cost maps with the subtraction image CS and CG, respectively.

Because of the high visual quality, moving object extraction with reference depth image is very useful and effective in video
processing applications. Nevertheless, it also becomes an issue in the unforeseen circumstances, for example, a sudden
cessation of moving objects. Now, we have to determine whether the suddenly stopped objects belong to the background or
not. To this end, we will check the current depth-frame Dt with the previous depth frame Dt-1 to get a new cost map via equations
(1) to (3) with the updated reference image in the iterative process of Figure 2. The difference between two consecutive depth
frames is Ct-t’‘ (t:current frame, t’ : past frame) with two values of 0 and 255, which denotes the similarity and dissimilarity,
respectively. Then, the reference depth image is updated as follows

The equation (4) says that the reference depth image R will be updated by the Tf consecutive depth frames only when there is
no change in the scene for Tf  frames. An example of a sudden cessation of a moving object is shown in Figure 3(b). Note that the
moving objects are represented by white region as illustrated in Figure 3(c) and the chair in Figure 3(b) is not considered as a
moving object in Figure 3(b).

3. Experimental Results

3.1 Database

W

CS (i, j) =
| Dt (i, j) - R  (i, j)|,  if Dt (i, j) > τS & R  (i, j) > τS

0 Otherwise{ (1)

0         Otherwise
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Figure 4. Illustration of each step of our method. (a) reference frame R, (b) current frame Dt , (c) subtraction image CS  btained
by (1), (d) filtered CS frame result of (2), (e) final cost map in (3)

Name Length(minutes) # of frames

“Door” 2:19 4190

“Board” 1:12 2164

“Lab” 2:31 4554

“Night” 2:08 3869

“Change” 2:36 4707

We perform experiments on our Kinect v2 database. Kinect v2 is the new version of the original Kinect (Kinect v1), which adopts
a ToF (Time of Flight) technology for depth measurements. RGB and Depth images have higher resolutions in the Kinect v2 than
Kinect v1 [9]. Taking advantage of the advanced features of the Kinect v2, we can apply it as an indoor surveillance system and
create a RGB-D database including five surveillance videos taken from four locations with different activities and different light
conditions with a group of people. The database was recorded on a personal computer with 64-bit window 8, Intel Corei7, CPU
3.60-GHz and 8GB memory. The recorded length of videos is up to 3 minutes. Fig. 5 illustrates some examples of RGB-D frames
from our database. As listed in Table I, there are five databases, “Door”, “Board”, “Lab” which are recorded in light scenes and
“Night” is recorded in night scene; “Change” is recorded in changing light condition. Kinect has both the RGB and the IR
cameras for sensing color and depth images. Because of the IR sensor, the depth can be measured without illumination and it
helps to detect object accurately even at nights.

Table 1. Our RGB-D database with Kinect v2
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3.2 Results
The proposed method was implemented on a personal computer with 64-bit Window 8, Intel Core i7, CPU 3.60-GHz with 8GB
memory. We fixed the parameters for Gaussian distribution and thresholds as follows. The standard deviation σ was set to 2, 5
x 5 window size and τs =10, τC = 5, which worked well in our experiments. Also we set the number of frame Tf as 10 in our
experiments.

First, our foreground extraction method with depth only is compared with the conventional methods [3], [5], and [6] (offline
method). Figure 6 (c) shows the result of our proposed method using the depth information. The white regions indicate the
detected moving objects which are quite accurate compared to other methods as shown in Figure 6 (d) and Figure 6 (e). Our
method is also appropriate for online applications because of the fast execution time as shown in Table II.

Method Database

“Door” “Board” “Lab” “Night”    “Change”

Online method[3] 98 51 106      93        123

Offline method[5-6]  62456  31562 68310   52589      71757

Proposed method 50 28 51 45         67

Figure 5. Our Kinect v2 database. (a) “Door” , (b) “Board”, (c) “Lab”, (d) “Night”, (e) “Change”

Table  2. Comparisons of execution time (seconds) with foreground extraction methods
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In [3], the background maintenance method, which combined the current frame with the previous background process, takes a
short execution time. However, there are some cases with wrong detections. The cause of these errors is the retaining back-
ground which is illustrates in Figure 6(d). In addition, the method which contains background modeling [5] and moving object
extraction scheme [6] based on MRF model also has the problem due to the object shadows. As shown in Figure 6(e), the visual
quality is quite good but the shadow region is incorrectly detected as the object. For both online and offline methods, the
detection performance is getting worse as the ambient illumination is getting darker only with RGB information. So, moving
object extraction with RGB information only has limits in video surveillance. In comparison, our depth only method runs well for
various illumination conditions and the execution time is quite fast.

Table III compares the calculated errors with our ground truth of Figure 7. The error is calculated by equation (5) and represents
the degree of differences with the ground truth.

where H and W are the height and width of cost map respectively. Comparing our approach with other online and offline
methods, it is clear that the errors are decreased drastically.

Error Database
“Door” “Board”  “Lab” “Night” “Change”

Online
method [3] 8.62 9.81 13.73 12.06 13.05

Offline
method[5-6] 6.56 4.32 4.68 7.74 9.93

Proposed
method 0.67 0.67 0.56 1.17 1.07

error =
Σ i, j C t (i, j) ⊕ G t (i, j)

H × W
(5)

Figure 6. Results of foreground extraction: (a) original RGB frames, (b) original depth frames, (c) results of our proposed
method, (d)  results of [3]. and (e) results of [5]&[6]

Table 3. Error calculation in comparison with Ground Truth
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Figure 6. Results of foreground extraction: (a) original RGB frames, (b) original depth frames, (c) results of our proposed
method, (d) results of [3]. and (e) results of [5]&[6]

4. Conclusion

In this paper we propose a moving object detection algorithm for Kinect v2. Our detection algorithm is based only on depth
information of Kinect v2 and it simply uses the depth frame difference and an updated reference background depth image. Our
experiments show that we can detect more accurate moving objects with faster execution times than the previous algorithms for
Kinect v2. Since the proposed algorithm relies only on depth information, it can be used for all-day illumination independent
surveillance system.
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Figure 7. Example of Ground Truth data
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