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ABSTRACT: This article focuses on the genetic algorithm to improve computer assisted voice digital signal processing
technology, focusing on the effect of genetic algorithms in terms of speaker recognition, proposed a set of related technologies
using genetic algorithm to improve computer-aided optimization of voice processing solutions. The genetic algorithm (GA)
for speech processing plays an important role in vector quantization techniques used in the design process codebook into
local optimum problem, and for poorly performing computer-aided speech processing problems RBF network plays a very
important role obtained in the clustering process, combined with improved adaptive genetic algorithm to optimize the design
of the network training algorithms. Experimental results show a good effect on genetic algorithm optimized generated.
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1. Introduction

One of the development trends of modern digital signal processing is the use of hardware and software in general to implement
complex functionality, with increased dependence on software. The software development costs have been increased, catch up
with the trend even hardware investment [1]. In order to reduce the software development costs, the algorithm design on object-
oriented programming techniques, in the general computer environment  is developed[2, 3]. Through computer simulations on
a common signal processing system mathematical model that can efficiently complete the demonstration of various algorithms
and performance evaluation, and object-oriented programming technology enables software components reuse, thus reduce
design workload and improve the reliability of the system design and shorten the design cycle and reduce development costs
[4]. General-purpose computer uses a von under Neumann structure, single-processor parallel processing of data difficult
conditions, so that the signal processing simulation system in real-time digital signal processing is subject to certain obstacles.
Since Win32 operating system support for multithreading, so that a general purpose computer to achieve the parallel processing
of multiple tasks, and the ability to solve common signal processor has been growing for some low-speed signal, as long as a
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allocation of threaded tasks, the use of general-purpose computer can achieve real-time processing of signals. Software for real-
time signal processing is based on an important development direction of general-purpose computer signal processing simulation
system [5]. In this paper, a general purpose computer system for real-time signal processing by the application of the block
processing technology, the use of double buffering to meet the real-time transmission of data and the use of multi-threaded
multi-task parallel processing, is given based on a common computer simulation of real-time signal processing design system,
and block processing, with double buffering and multithreading in the implementation process of the key points in-depth
analysis.

Neural network is an approximate mathematical model of biological neurons. It has the advantages of large-scale parallel
processing, distributed storage, adaptive learning and strong nonlinear approximation ability, and has been widely used in
industrial process control, nonlinear modeling and other fields. At present, the neural network with error back propagation (BP)
and radial basis function (RBF) neural network are usually used in feed forward artificial neural networks [6]. BP network is
widely used and intuitive, and can approximate any nonlinear function with any precision, but it has the local optimal problem,
and the training speed is slow and the efficiency is low. The RBF network is a local approximation of the feed-forward network,
in terms of approximation ability, learning speed and other aspects are better than the BP network, and there is no local
optimization problem [7]. In this paper, the RBF neural network is used to construct the network model of double input and single
output, and the high precision nonlinear correction and cold end compensation of thermocouple temperature measurement are
realized.

Because of several commonly used RBF network training methods (Newton method, Gauss-Newton method and LM method) it
is difficult to find the global optimal network center and width value. It cannot automatically determine the node number of
hidden layer, in order to achieve the approximation accuracy and the hidden layer number, large scale networks etc [8]. In this
paper, the genetic algorithm is used in the training process of RBF network. Genetic algorithm is a kind of global parallel, random
search algorithm, which has the ability of strong robustness and convergence to the global optimum. Using the neural network
training, the network parameters and the number of hidden layer nodes can be optimized simultaneously. The simulation results
show that the RBF neural network model with double input and single output and the optimization training of genetic algorithm
can obtain very satisfactory results, which provides a new method for digital signal processing (See figure 1).

Figure 1. Digital signal processor control panel

2. Descriptions and Research Status Genetic Algorithm

Genetic Algorithm is an integral part of Evolutionary Computation. Genetic algorithm is a reference biological natural selection
and the “selection, crossover and mutation” random search algorithm that genetic machine generated. Its object is to search the
individual chromosomes and, in the form of a group of binary string (population). Body color corresponds to a solution ask
questions. That exchange of information search strategy groups and groups of individuals between the two main features of the
genetic algorithm [9]. More representative of the traditional search methods are analytical method, brute-force method, and
random method. Compared to these methods, the transmission method has no knowledge of the search space, parallel to climb
peaks adaptability encoding method, the search does not depend on the gradient information and the continuity of the derivative
function is defined and there is no other advantages.

Genetics is the birth of biological evolution and biological performance in the study of the birth of the living organisms.
Biological traits inherited from their parents, this life phenomenon is known as genetics and mechanism of this phenomenon is
the life science [10]. Cell is the basic structure and function of biological composition of the unit, and the chromosome is a
compound containing filamentous cell, and it is made up of genes and contains all the genetic information. The biological traits
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that are different from the corresponding gene to decide is studied where the gene is the basic unit of heredity with the smallest
unit. The application of genetic algorithms in combinatorial optimization studies the growth of organisms through cell division,
and cell division is the process of self replication. When cells divide, the genetic material is DNA, which can be passed through
to the next generation of cells, so that the newly generated cells inherit the genes of the last generation [11]. In sexual
reproduction, parental reproduction of next generation, and the reorganization of a new chromosome through two homologous
chromosome crossover, in two chromosomes of a same position to determine a point of intersection, and then after the intersection
part of the exchange to generate a new two chromosome. In addition, the replication process, which is the process of cell
division may be due to some occasional factors and some errors, so that some of the genetic mutations in DNA, which allows
the body to show some new traits. Therefore, because of a variety of different reasons that in the process of genetic chromosome
or gene for change [12].

Wallace and Darwin published a paper on the origin of species in July 1, 1858 at the London Academy of forestry and society,
so people put their natural selection theory called Darwin Wallace’s theory. Darwin in 1859 published the “origin of species” in
this book, which is based on a large number of real investigation of the information system to discuss his theory of evolution.
The principle of this kind of theory of evolution is as follows: biology is not the first appearance; it is the prerequisite of the
existence of the biological, and then it may appear biological [13]. After a certain period of time, there will be a surplus of life, but
their living space and the food they need is limited, so it will inevitably lead to competition, that is, the struggle between
biological. In the same population, there will be differences between individual organisms such as strength, height, fat and thin.
Some individuals have strong competitiveness, will win in the struggle, so it is more adapt to the environment, and those who
fail in the struggle of vulnerable individuals will become more and more adapt to the environment, will gradually be eliminated;
so the species are evolving. Species are evolving toward the side of victory in the struggle, and in the future [14]. In the process
of the biological struggle it is also the existence of variation, which always be able to adapt to the environment of the characters
or features retained, and do not adapt to the environment has gradually been eliminated or changed. In the long historical
changes, through constant natural selection and variation, the biological traits or characteristics are optimized the process
which is called evolution. Fitness refers to the ability to adapt to each individual on the environment, because each individual
is different because of the factors of their living environment are not the same as the ability to adapt, so their fitness will have
a difference. The principle of natural selection is the core of Darwin’s theory of evolution over the struggle for survival,
reproduction; genetic variation and survival of the fittest in these four aspects are the main content of the principle of natural
selection. Species is through natural selection, genetic and variation continues to adapt to the evolution of the direction of the
evolution of biological survival. As a result, it has created a lot of living organisms that are more and more able to adapt to the
living environment. Through the theory of genetics simulates genetic evolutionary process of organism and on the basis of
Mendel and Morgan, the simulated evolutionary algorithm is created[15].

3. RBF Neural Network Genetic Algorithm Optimization

Feed forward neural network, RBF network as usually called, often use a technique called radial basis function (Radial Basis
Function, RBF) neural network classifier which has not only have better classification results, but also has shorter training and
recognition time. Because of its simple structure, fast convergence, powerful mapping capabilities and the best approximation
and the global optimum, RBF neural networks are widely used in pattern recognition, function approximation and classification
problems in many fields. Commonly used Gaussian function, reflects the sigmoid functions and quadratic functions and so on
[16]. RBF neural network is the use of radial basis function network characteristics as a function of the feed forward constituted.
RBF neural network has  its own unique features, and it only contains a hidden layer and output characteristics which is its
hidden layer unit with radial basis function, and seen RBF neural network is a network of three-fed.

Neural network as a new mathematical modeling method, through the study of historical data, can find the mapping relationship
between input and output. Mapping process is the essence of the pattern recognition, the process of excited extraction, and
model in the learning process to extract and store up, in the recognition stage, we can determine the results of the identification
of the network according to the input. How to identify the accuracy, not only depends on the adequacy of the training data,
whether typical, but also with the structure of the network characteristics and algorithms have a direct relationship. BP neural
network for modulation recognition, and the recognition results can be roughly classified modulation signal, but the error is
relatively large. This is mainly related to the BP network and the BP algorithms own defects [17].

RBF neural network can be changed according to the specific circumstances of the network structure and network parameters,
self-learning, self-organizing, adaptive function, learning speed, there is no local minimum problem with uniform approximation



       Journal of Electronic Systems   Volume   7   Number   3   September   2017                         69

of discontinuous function, can be a wide range of data fusion, capable of high-speed parallel processing of data. RBF neural
network to classify the input data, according to the distance between the input vector and the center point of the basis function,
to identify the results obtained. This chapter is based on the above characteristics of the RBF network and the RBF neural
network pattern recognition method for digital modulation recognition, where it can classify and correlate the modulation
parameters. RBF neural network to construct the digital modulation recognition system, can achieve real-time and reliable
recognition results.

In this paper, the process of genetic algorithm into the training network, the RBF network for improvement, improves its global
optimization capability. By using genetic clustering algorithm to train the network hidden layer, and the principle of least squares
gradient descent to train the output layer improves the network performance pattern recognition. After genetic clustering
algorithm is introduced training process, training algorithm for RBF network is deployed.

Remark 1. According to k-means clustering algorithm, the fitness function is taken as the reciprocal of the total distortion.

Remark 2. Through genetic manipulation to make convergence, including the selection operation, crossover and mutation
operations in three ways.

Remark 3. The resulting clusters for each category are as a hidden layer node.

Remark 4. Determine the weights of the network output layer.

Remark 5. Because the value of the initial population structure of chromosomes and is the cluster category number.

4. Experimental Methods and Results

In this experiment, we used the relate sound card and a mono microphone for 50 young men with sound acquisition. Everyone
is a “school” pronunciation of the word, 20 times per person, 15 times for the training, and the remaining five times for
identification. Experiments using MFCC audio library functions within the collected sound with WAV format files for storage,
signal sampling frequency is 44100HZ, a median of 16 samples and SNR is 20dB are collected.Voice input feature extraction,
according to the order, include the pre-emphasis, windowing, sub-frame, and end-point detection. In this experiment, the use of
pre-emphasis filter 0.95HZ, using the frame length is 256 points. Since MFCC coefficient ratio LPCC Costrel achieve better
results at runtime, is more robust and choose a better voice MFCC. This performance characteristic parameter represents the
way in the experiment, in order to better speaker on behalf of the respective personality traits. MFCC extraction parameters are
shown in Figure 2.

Figure 2. MFCC Parameters

Conclusions from the above analysis, we can know are: the traditional LBG algorithm due to the state space of the objective
function extremism points with the code of the length change, easily regarded local optima. Traditional RBF neural network
clustering algorithm in this case under the same code also has limitations, and ineffective. Improved GA-LBG algorithm and



   70                      Journal of Electronic Systems   Volume   7   Number   3   September   2017

adaptive GA-RBF neural network in the experiment succeeded in raising the codebook and network optimization effect the
ability to identify, with great advantage.

5. Conclusion

In this paper, the basic ways in today’s computer-aided speech processing were summarized and reviewed and improved genetic
algorithm applied to computer-aided speech processing. The speaker recognition technology, for example, discusses the effects
of genetic algorithms to improve recognition accuracy rates. In order to test the accuracy and simplicity, it should be readily
available to choose a mode of measurement and analysis. Dispersion curves calculated for the experimental design provides an
important basis. A dispersion curve, but also to determine the relative speed mode, determine the sampling time delay of the
received signal, and so on. Combined with improved adaptive genetic algorithm designed to optimize the network training
algorithms. Examples of the computer-aided speaker recognition by voice processing applications through improved genetic
algorithm and RBF neural networks were trained and identified.
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