Improving Invisible Food Texture Detection by using Adaptive Extremal Region Detector in Food Recognition
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ABSTRACT: The advancement of mobile technology with reasonable cost has indulge the mobile phone users to photograph and share their foods in social media. Since that, food recognition has become emerging research area in image processing and machine learning. Food recognition provides an automatic identification of the types of foods from an image. Further analysis of food images can be carried out to approximate the calories and nutrients that can be used for health-care purposes as well as the other application domains. The interest region-based detector by using Maximally Stable Extremal Region (MSER) provides distinctive interest points by representing the arbitrary shape of foods in parallelogram especially the food images with strong mixture of ingredients. However, the classification performance on food categories with less diverse texture food images by using MSER are obviously was not up to par with the rest of food categories that have more noticeable texture. The respective food objects were suffered from low volume extremal regions (ER) detection that were associated with the condition of food images that have visually texture-less objects, low contrast and brightness as well as small image pixel dimensions. Therefore, this paper proposed an adaptive interest regions detection by using MSER (aMSER) that provide an automatic MSER parameter configuration to increase the density of interest points on the targeted food images. The features are described by using Speeded-up Robust Feature Transform (SURF) and encoded by using Bag of Features (BoF) model. The classification is performed by using Linear Support Vector Machine and yield 84.20% classification rate on UEC100-Food dataset with competitive volume of ER and extraction time efficiency.
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1. Introduction

There is strong correlation between obesity and overweight with the occurrence of so-called diet-related chronic diseases such as diabetes, heart disease, kidney diseases and even cancers. Dietary assessment is a treatment undertaken by medical practitio-
ner and dietitian to combat obesity and overweight problems. However, the traditional dietary assessment is a tedious process that often lead to inaccuracy in making evaluation to describe the information about the foods consumed [1]. An adequate information is compulsory to be deliberated such as the preparation methods, portion size, brand, calories and nutritional contents that must be recorded in daily basis. Furthermore, the traditional dietary assessment tends to lead under-reporting problem [2].

An automatic dietary assessment via food recognition algorithm has become active research area under the umbrella of image processing and machine learning field [3]–[7]. By using food recognition algorithm, the calories estimation of foods can be calculated precisely. The mobile technology nowadays has been equipped with good imaging quality and at reasonable costs have provide the ubiquity way in acquiring images. Capturing food images have also become a phenomenon with the popularity of social media network. Even so, the explosive amount of food images in social media may provide the useful and real information about eating habits and food preferences in our society that can be benefited by the food and health-care industry.

Foods have complex appearance as food objects have non-rigid deformation and high variations that widen the intra-class variability and narrow the inter-class inter-similarities [8], [9]. Thus, feature representation method plays an important role in transforming the raw pixels of food images into higher semantic of representation. The feature representation by using local features are the common practices in food recognition. This is because of the complex appearance nature of foods can be effectively captured through the properties of local feature that invariant to illuminations, rotations, scale and orientation [8], [10] and a compact and discriminative features can be produced [11]. There are numerous types of local features in the literature. A research conducted by [12] suggested the interest region detector by using Maximally Stable Extremal Region (MSER) to sample interest points, considering MSER as the best interest region detector in term of effectiveness and efficiency [13]. MSER detects a set of connected regions from an image to define the extremal regions (ER). In food recognition, MSER has capability to deal with arbitrary shape of foods and detects the grainy food objects via ER detection by using watershed segmentation.

The common problem of any interest points detector is its tendency to detect denser features only on the textured surface [14], [15]. But in contrast, insufficient amount of interest points were detected for the food objects that have texture-less surface and lead to poor classification performance on the affected food categories. Indeed, any interest points detector will encountered similar problem but for MSER, it is even worst as the amount of ER detected by using MSER in general can be considered smaller compared to the other types of detector [13], [16]. Therefore, this research proposed an adaptive approach for ER detection for MSER (aMSER) to overcome this problem. The aMSER provide an automatic MSER parameter configuration to increase the density of ER on the food images.

The rest of the paper is organized as follows. In section II, we provide related works on food recognition with adaptive approach. Section III describes the aMSER extraction mechanisms and the MSER parameter configuration. Section IV and V presents the feature representation, dataset and performance measurement. Section VI presents the experimental results and section VII conclude this paper with the recommendation for future works.

2. Related Works

In general, a recognition process is composed by feature extraction, feature encoding and classification. Each process has its own components and configurations that impact the classification performance. For instance, the feature extraction required a rigorous evaluation to identify the types of feature, the sampling techniques, descriptor size and so on. The same case goes to feature encoding and classification stage that required certain extend of evaluation on the components used. The initial idea of an adaptation model in object recognition was exposed by [17] where an adaptive configuration of components in object recognition need to be designed to cater the diversity appearance of the objects that probably required different kind of component or configuration in order to perform effectively. Due to different nature of food objects with the other types of objects, food recognition required different kind of methods adaptation [8].

The use of various type of features are inevitable to cater the high variability of food objects. However, different foods might require different features, for instance, the colour feature provide a better description for ‘Potage’ and the shape feature may provide better description for ‘hamburger’. Concerning on this matter, an adaptive feature extraction by using Multiple Kernel Learning (MKL) have been proposed [18], [19] to measure the significance of the variety of features for food objects. The overall classification accuracy reported is 62.5% with poor recall rate on food category simmered pork, ginger pork saute, toast, pilaf and egg roll due to less diverse surface of these food objects.
The research conducted by [15] performed a technical investigation on the components within BoF model to determine the optimal sampling technique, descriptor size, types of local features, clustering for generate visual dictionary and the classifier. The classification accuracy was reported as 78%. However, the evaluation of the local features is only performed within the family of Scale Invariant Feature Transform (SIFT). SIFT has problem at describing the image with complex background [20]. As a result, the proposed BoF model still unable to create a discriminative feature to distinguish different class of foods.

In summary, the recognition performance on food categories that consist many texture-less food objects need to be improved by using suitable features and at reasonable computation cost in feature detection, feature description and feature encoding.

3. Adaptive Maximally Stable Extremal Region (AMSER) Extraction

An adaptive system can be described as the capability of a system to react in a way according to the responses received from its surrounding. An adaptive system is incorporated with MSER (aMSER) in detecting the extremal regions in food images. By using aMSER, the selection of MSER parameter configuration can be performed automatically based on the pre-defined conditions. There are certain conditions of food images that led to insufficient number of interest points and even worst, resulted null interest points. The invisible texture such as the liquid-based foods, small images and low images brightness contribute to the low number of interest points detection.

Indeed, in any interest points detector including MSER, the density level of interest points are governed by its parameter configuration [21]. For this reason, tweaking on MSER parameter has become necessary. However, we believed that the food images with denser interest points will probably not benefit much from the parameter configuration. In fact, the overwhelming volume of interest points will in turn drag the timeframe for feature detection and the subsequent process, feature encoding [22]. So, the detection of extremal region (ER) via aMSER will be executed in more flexible and sensitive towards the aforementioned food images condition. Apparently, the aMSER will be expected to increase the volume of ER on the targeted food images by configuring the intensity threshold (IT) value and maximum area variation (MAV) value. The following section explain on the MSER parameter configuration and flowchart to the development of aMSER.

3.1 MSER Parameter Configurations

The low volume detection of ER occurred due to inability of ER to grow by using current intensity function as there are less sensitive towards the existence of ridgelines in the images. Samples of food with low ER detection are showed in Figure 1.

![Figure 1. Samples of food image with low volume of ER](image)

The sensitivity of MSER towards the invisible ridgelines can be increased throughout the manipulation of IT and MAV value [23], [24] parameter. The MAV and IT are the two parameters in MSER that control the region density and uniformity. A suitable threshold for MAV and IT should be determined to produce a stable region [24]. The evaluation of the parameters are necessary as the optimal value of IT and MAV are subject to the test data [25]. With this concern, an evaluation on the ITV and MAV have been conducted based on the parameter configuration as shown in Table 1.
The sensitivity of MSER towards the invisible ridgelines can be increased throughout the manipulation of IT and MAV value [23], [24] parameter. The MAV and IT are the two parameters in MSER that control the region density and uniformity. A suitable threshold for MAV and IT should be determined to produce a stable region [24]. The evaluation of the parameters are necessary as the optimal value of IT and MAV are subject to the test data [25]. With this concern, an evaluation on the IT and MAV have been conducted based on the parameter configuration as shown in Table 1.

<table>
<thead>
<tr>
<th>Stages</th>
<th>Configurations</th>
<th>IT</th>
<th>MAV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage 1</td>
<td>MSER 1</td>
<td>5</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>MSER 2</td>
<td>3</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>MSER 3</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>Stage 2</td>
<td>MSER 4</td>
<td>Optimum IT</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>MSER 5</td>
<td>Optimum IT</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>MSER 6</td>
<td>Optimum IT</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. MSER Parameter Configurations

The parameter evaluation is divided into two stages. The first stage is to find the optimum value of IT and the second stage is to find the optimum value of MAV. The MSER 1 is the original parameter configuration of MSER. For each run, the quantity of ER, the time taken for extraction and classification performance were recorded. The range of IT and MAV value are based on the recommendation by [23]. As the IT value decreased and MAV value increased, it will detect more ridgelines that produced a greater number of extremal regions.

3.2 The Flowchart of a MSER Algorithm

Figure 2 shows the flowchart of the execution of aMSER algorithm. The aMSER is executed in food category basis from category 1 to category \(n\). Initially, the food images within a category were accessed. The images were converted from RGB (Red, Green, Blue) format into gray-scale format to reduce the complexity [26]. Then, the extremal regions (ER) were detected by using MSER 1 configuration (refer Table 1), followed by counting the total of ER for each image and stored in a cell array. After that, a re-evaluation on the quantity of ER for each image is performed. During the re-evaluation, a condition is set. The condition states if the quantity of ER in an image is less than a 100, the image will need to repeat the ER detection stage where an optimal parameter of MSER will be applied. The observation indicates that the food categories that consist lot of foods with ER below than 100 has yield low classification rate. Then, all the new set of the quantity of ER will be updated in cell array before the features are extracted by using Speeded Up Robust Feature (SURF) descriptor. SURF is chosen to be paired with MSER due its balanced performance between accuracy and efficiency, less sensitive to noise and more practical for real time application [12], [13], [16]. Furthermore, SURF generates shorter length of feature vector that was reasoned for a speedy feature encoding process, produced a distinctive feature and robust to the geometric and photometric deformation.

4. Feature Representation

The aMSER generate a huge and diverse amount of interest points. Literally, local feature can be represented as \(X = [x_1, x_2, \ldots, x_n] \in \mathbb{R}^{d \times n}\) from \(n\) dimensional features from an image. For instance, hundreds or even thousands of interest points were generated per image and the amounts of interest points for all images may reach up to hundred thousand of interest points. With this condition, it was not feasible to feed the feature descriptions into machine learning classifier as it may incur lot of computational cost. Eventually, the representation of local feature needs to be transformed into another level of representation by
Hard assignment technique encodes local feature by assigning each descriptor to the nearest visual word with indication of response 1 and the rest of visual words with response 0. The visual words are generated by using unsupervised learning algorithm that provide a model of local feature interest points distribution of $X$. Specifically, the clustering algorithm such as k-
means is chosen due to its simplicity and it was commonly used in previous researches. The visual word is the terminology used in BoF which is referring the cluster centroid that was defined with cluster size of $K$ or vocabulary size. Let a set of interest points are described as $X_1, \ldots, X_n \in \mathbb{R}^d$. Every interest point are assigned to visual words $q_1, \ldots, q_k \in \{1, \ldots, k\}$. In hard assignment, for each interest points $X_m$ is assigned to cluster $k$, then $r_{mk} = 1$ and $r_{mj} = 0$ for $j \neq k$ and objective function can be defined as:

$$
\min \ j \ (\{r_{mk}, d_k\}) = \sum_{m=1}^{m} \sum_{k=1}^{k} r_{mk} \| x_m - d_k \|^2
$$

Then, the coding representation $v$ for the local feature $x$ is described as:

$$
v(i) = \begin{cases} 
1 & \text{if } i = \arg \min_j (\| x - b_j \|_2), i = 1, 2, \ldots, m \\
0, & \text{otherwise}
\end{cases}
$$

5. Dataset and Performance Measurement

The experiments are conducted by using UEC-Food100 dataset [27]. The UEC-Food100 dataset consists of 100 food categories with total of 14,467 images. Each image is having a different pixel dimensions and on average, there are around 150 images per category. These images are collected from the World Wide Web from real world settings with multiple classes of food types, great differences in image contrast, lighting and appearance. Figure 3 shows the samples of image from the dataset.

![Figure 3. Samples of UEC100-Food dataset](image)

There are four performance measurement that were used to measure the classification performance which are classification rate, error rate, precision and recall. There are calculated by using the following formula:

- Classification Rate (CR) = \frac{\text{Total of correctly classified images}}{\text{Total of test image}}
- Error Rate (ERT) = \frac{\text{% of incorrectly classified images}}{\text{Total of test image}}
- Precision (PREC) = \frac{\text{Total of correctly classified images}}{\text{Number of predicted images}}
- Recall (REC) = \frac{\text{Total of correctly classified images}}{\text{Ground truth number of images}}
In addition to that, the performance of detector and descriptor are measured based on the ideal properties recommended by [28] which are the quantity of interest points and the execution time. Both are mentioned as the most practical performance measurement for the real-time applications. The descriptor is also measured based in the compactness to describe the size of representation.

6. Experimental Results

The results of the experiments can be divided into three sections. Section A presents the evaluation on MSER parameter. Section B presents the performance comparisons of aMSER with the other methods. Section C provide the performance on the texture-less food categories.

6.1 Evaluation of MSER Parameter

This section provides the experiments results of the MSER parameter configurations. The Intensity Threshold (IT) and Maximum Area Variation (MAV) value have been configured to increase the quantity of extremal region (ER) detection especially on the food images with low quantity of ER. Fig. 4 shows the classification rate and the quantity of ER for each MSER configuration. The effect of IT configuration can be referred in MSER 2 and MSER 3. While the effect of MAV configuration can be referred in MSER 4, MSER 5 and MSER 6. MSER 1 refers to the original parameter configuration.

![Figure 4. Classification rate and ER quantity of MSER parameter configurations](image)

The graph in Figure 4 shows the significant improvement of the classification rate through the IT configuration from 73.89% by using MSER 1 to 89.75% by using MSER 3. The quantity of ER has also increased dramatically which is about 140%. However, the configuration of MAV has showed little effect on both classification rate and ER quantity. Fig. 5 shows the time taken in seconds for detection and encoding.

The graph in Fig. 5 showed regardless IT or MAV configurations, both have consistently extended the detection and encoding execution time. The detection time has been increased by about 200%. The effect of the configurations is even more obvious on the encoding time which has spike for more than 100 times from the initial configurations in MSER 1. This is because this treatment (parameter configuration) has been applied to all food images regardless their interest points quantity. This problem has led to the idea of implementing adaptive mechanism in the MSER extraction where only certain food images are selected to undergo this treatment. Fig. 6 shows the effect of IT and MAV configuration on a sample of food image. Figure 6 (c) and (d) show the effect of IT configuration and Figure 6 (e), (f) and (g) show the effect of MAV configuration.
Figure 5. Detection and encoding time of MSER parameter configuration

Figure 6. Sample of ER detection by using different MSER parameter configurations
As aforementioned previously, the configuration of MAV has little effect on ER density. In fact, the configuration of MAV in Figure 6 (e), (f) and (g) have null effect on the ER quantity. While, the IT configuration has increased the ER quantity from 89 to 272. The ER from the background has increase as well. Also, the ER detection have become grainier as it was more sensitive towards region intensity. This finding shows the capability of MSER to detect regions from the fine-grained type of foods.

6.2 Evaluation of aMSER
This section presents the performance results of aMSER. By using aMSER, the extremal region quantity on the targeted food images have been increased by using the configuration MSER 6. The food images that have the number of ER below than 100 are usually food images with texture-less, small images and low contrast. Table 2 shows the comparisons of classification performance and extraction time between aMSER, MSER 1 and MSER 6.

<table>
<thead>
<tr>
<th></th>
<th>MSER 1</th>
<th>aMSER</th>
<th>MSER 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection (min.)</td>
<td>30.04</td>
<td>113.7</td>
<td>87.33</td>
</tr>
<tr>
<td>Encoding (min.)</td>
<td>19.73</td>
<td>41.01</td>
<td>231.51</td>
</tr>
<tr>
<td>Classification Rate %</td>
<td>73.89</td>
<td>84.20</td>
<td>90.96</td>
</tr>
<tr>
<td>Error Rate %</td>
<td>0.40</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>Precision %</td>
<td>74.00</td>
<td>84.30</td>
<td>91.00</td>
</tr>
<tr>
<td>Recall %</td>
<td>73.90</td>
<td>84.20</td>
<td>91.00</td>
</tr>
<tr>
<td>Extremal Regions</td>
<td>3,087,664</td>
<td>3,576,594</td>
<td>7,610,852</td>
</tr>
</tbody>
</table>

Table 2. Classification Performance and Extraction Time of Amser

Undeniably, the MSER 6 yield the best classification performance as the number of extremal regions or interest points are much denser. Indeed, dense interest points sampling tend to produce an informative feature representation that lead to better classification accuracy [29]. In the flipside, it has also increased the quantity of ER by about 146% and 10 times for encoding time from Figure 7. Classification rate, detection time and encoding time for aMSER
The proposed aMSER has also improved significantly the classification rate from 73.89% to 84.2% with only about 15% rise in ER quantity. The encoding time also demonstrated just a slight increase. Fig. 7 and 8 showed a graph of performance comparisons of aMSER with the features that were used in previous food recognition including Histogram of Gradient descriptor by using Different of Hessian detector (DoH-HOG) [30], Speeded Up Robust Feature by using Different of Hessian detector (DoH-HOG) [31] and Scale Invariant Feature Transform by using Different of Gaussian detector (DoG-SIFT)[8].

The results showed the classification rate of aMSER and even MSER, has outperformed the DoH-HOG, DoH-SURF and DoG-SIFT. The extraction time of DoG-SIFT is the lengthiest and even more than MSER 6. Fig. 8 shows the graph of the quantity of ER generated by the features.

Figure 8. Quantity of ER for aMSER

DoG-SIFT generates the highest amount of ER. The aMSER produced lesser amount of ER than DoH-HOG, DoH-SURF and DoG-SIFT but still managed to get better classification rate as shown in Fig. 7.

6.3 Evaluation of Texture-less Foods
This section presents the classification rate of food categories that contained many texture-less foods images as shown in Fig. 9. Based on classification rate showed in Fig.9, the proposed method aMSER has improved the classification rate of texture-less food category by obtaining an average of 79.36%. Meanwhile, the average of classification rate by using MSER, HOG, SURF and SIFT are 61.07%, 63%, 54.9% and 58.97% respectively. Fig. 10 shows the improvement of ER detection by using aMSER on few samples of texture-less food images. The configuration of IT and MAV value and in MSER has managed to increase the ER detection in the respective food images. Thus, more features can be captured and represented.

7. Conclusions and Future Works
This paper has proposed an adaptive interest region detector on MSER (aMSER). The aMSER has provide extension of flexibility in detecting interest regions by overcoming the problem of interest points scarcity on food images with smooth texture such as the liquid-based foods, tiny images and low level of brightness. Furthermore, the datasets are built from the real-world setting or uncontrolled condition that make food images characterized by the inconsistency and variability of image quality. The aMSER has improved the classification rate of the respective food categories to 79.36% from 61.07% by using the traditional MSER as well as the other previous methods. While the aMSER has improved the classification accuracy from 73.89% to 84.20%. The findings
have also highlighted the efficiency aspect of the recognition where a reasonable speed of interest points detection and feature encoding as well as the amount of interest points have been generated by using aMSER. In the future work, aMSER can be extended to self-adaptive ER detector where a learning algorithm can be incorporated to identify the most optimal parameter for each individual food images. The problem even can be modularized beyond using optimal parameter for the lack of interest region density since there is cases where small set of interest regions are already informative enough to describe the characteristic of foods. There are might be the other factors that can be considered other than tuning the MSER parameter to improve the recognition performance. By using self-adaptive detector, an optimal way in selecting parameter tuning and a just right amount of interest points for each image can be performed.
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