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ABSTRACT: Wth online publications, the current \Web has become the largest source of digital documents, often stored in
HTML, XML, PDF or DOC. Among the features of documents, note especially their logical structure, which representstheir
components such as chapters, sections, paragraphs, the document title, chapter titles, sections, etc...

The section headings are meaningful; they are a good indicator of the content of paragraphs. For this reason we pay
particular attention to these titles during the indexing process and research.

Our objective isto provide relevant access to digital documents, by the process of all sections titles to take advantage of
their mining and importancein the research process. Experiments on a large corpus, INEX 2009 show effectiveness of our
proposition an improvement in the precision of the resultsin IR.
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Lintroduction

Often long documents process many subjects, which are spread out in the logic sections of these documents, where each
section has a title and paragraphs describing the content. The section headings have a major importance to indicate the
content of paragraphs. They are very useful in the information retrieval

When the author, chose to put words in titles, and apply on these terms special police format, like a different size, readers
understand that these terms are particularly important in the text. Here we can say that the author annotate terms that
represent well the theme of the document.

When an author creates ahierarchy of title, where asalevel n generalize thetitles of alevel n + 1, these amountsto achieve
a segmentation of the document by the author. This segmentation can be very helpful in the process of analyzing and

processing these documents and in the information retrieval domain.

Documentary searches systems added for each document data, such astitle, author, date, abstract, keywords... etc. they are
called metadata. The use of metadataimprovesthe result and minimizesirrelevant document and silence.
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Systems that use metadata only have two major inconveniences; thefirst is, they do research on the metadata. The second
is that they return the entire document, and not the parts, respond well to the request, which requires the user to read the
entire document, (Abascal 2007).

For example, if aperson islooking documentsthat deal with “wordnet”, if that word does not appear explicitly inthe metadata
of adocument, it will not be accepted as relevant documents.

Severa studiesin information retrieval domain, use the logical structure of documents to improve the precision and recall
results, in particular XML RI, Thiswork islimited to weight afew tags (title, abstract ...); or trying to cal culate the weight of
all the tags but they do not take into consideration the semantics hidden behind the “title” tag or the “section title” tag.

Our objectiveisto give special attention to the meaning of the “title” tag, and the “ section title” tag, because thesetitlesare
agood indicator of the content of the document and paragraphs. In our work we use the titles of logical objects (chapters,
sections, paragraphs) in the documents searching process.

For thiswemade aprototypethat can extract and index thetitles of logical objects of digital documents, and wetested it on
a corpus INEX 2009. We build an inverted index, with several fields; one for main title of, the second forthe logical
componentstitles, and one for text.

We aim to show that the use of amulti-field index improvesthe relevance of theresults. Our prototype usesthe L ucene® open
source platform for indexing and retrieval of documents.

2. Sateof theArt
In what follows we will present works that has studied the importance of titles and the feasibility of their use

2.1Workson thelmportanceof Titles

Among the studies that have investigated the importance of the section and sub-section headings in the documents, there
are: [5] and [6]. The authors have shown that titles areimportant in two ways: first, as objects of logical organization of text
used to segment, prioritize and structure the content of adocument; secondly, they present the semantic content of documents,
not explicitly, but as structured content, which allows playersto build a“ mental model” to understand the meaning of thetext
as and when it reads the document

Thisworks shows the utility of titlesin the classification and automatic extraction of relevant segments

2.2WorksUsing Document Titlesin IR
Littlework has exploited the sectionstitles of documents, ininformation retrieval, most only operate the main title documents
and ignore the other title that are in the content.

On the other side there are exist several studiesin the web domain, that have used the titles and hyperlink (anchor text) that
areinthe HTML page, to improve information retrieval, Taking as an example the work of [8], who tried to extract title that
found inthe body of the web page and use theme in indexing the page, by proposing anew wei ghting method, inspired from
Okapi BM25 method [14]. He showed that the use of thesetitles extracts can improveinformation retrieval.

Another work isthe (Rapela 2001), which exploit sometagsin HTML documentsto improve the precision of the results of
research; he affected the weights for the tag “title” [5], “meta” [4], “link” ... and the rest of the text the lowest weight.

[16] Proposes a method to retrieve scanned books, by exploiting their structure in indexing, where he creates an index, with
multiplefieldsfor each object of the book (table of contents, index ...). Using the research model BM 25F [9], he showed that
the results of recovery book improves with this method.

For focused or targeted search, [7] studied the impact of tags that represent the logical structure of documents represented

Ihttp://lucene.apache.org/
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in XML format, infocused search, to return the most relevant part (item) of XML document. It addsto each tag (title, abstract,
section ...) weight to fully determine the relevant terms. [ 7] Also calculates the weight of all the tags and not just tag that
contains the titles.

Work (Karen 2005) exploits the tree structure of XML documents to return the most relevant element of XML document,
where the paths of nodes (tag) will be taken into account to calculate their weight

3. Proposed Approach

3.1 Context of theWork

Most XML documents are highly structured, they use the concept of tags to represent the content, and these tags are used
not only to fragment the document elements, but to annotate the document in away that we can understand the meaning of
each tag: tag for logical structure, formatting tag, and tag for links.... The semantics of these tags can be very useful in
information retrieval.

Thefollowing figure (Figure 1), we show an XML document, contains several tag which describes: the content, the format as
(b, br ...), the structure (body: bdy, header: header; sec: section; st: sectiontitle.... ... ), and tags for the links (link).

It isnoted that each tag has ameaning, and describe very well the content of the document, sometag has ahigher importance
than other tag in the content description, as <title> tag that contains the main title of the document and <st> tag that indicates
the content of a section title. These two tags summarize the contents of the document, and contain the most i mportant terms
in this document

< ? xml version = "1.0" encoding = "UTF- 8" ? >

< title > 1956 in poetry < / title >
< id > 5776006 < / id >

< b > This is part of the < linkxlink:type = "simple"
xlink:href = "../778 / 3327778.xml" >
List of years in poetry < / link > < / b >

< sec >
< st > Awards and honors < / st >
Consultant in Poetry to the Library of CongressS........ .

< / sec >
< / bdy >

Figure 1. ThetagsinawikipediaXML Document (1956 in poetry)

3.2TheSignificance of the Sructure(Tag) For RI
In this paper we propose an information retrieval system which takes into account the significance of the <title> tags, and
<section title> to take their advantage in order to improve the precision of results research.

Most of thework that exploit the XML structurein the search for information, consider thosetwo tagslike other simpletags,
and they will beindexed in the same way.

The ideais that an author when he wrote a paper designs a general view (the plan), and then begins to detail the various
fragments (logical objects). The author proposes for each fragment (section, paragraph ...) document atitle that reflects the
content very well. Therefore documents have alogical structure based on hierarchy of titles.
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We propose a method to extract all logical titlesthat are in the document to index them and use the semanticsthat is behind
these titles.

Our approach is characterized by:

* The extraction of titlesfrom the documents according to their logical hierarchy of objects

* The proposal of anew indexing method, where we have an inverted index with fields structure.

« Intheresearch phase, thetitlefieldswill be used to return the most relevant documents general architecture of our approach

4. General Architectureof Our Approach
Inthisarchitecture, we have two main tasks, extracting titlesfrom documents and index them, intitlefield, and index therest

of text content in another field. The result of theindexing task isan inverted index which contains two fields, one for words
that arein section title and will be weighted by a heavy weight. The second field index words carried in the rest of the text.

PDF

document ]
(Scientific Indexing Index basse{title
theses field; paragraph

field}

— Results

TitlesExtracted ¥ User request

Figure 1. Exploitation of document titlesinindexing

4.1Extraction of Title

To extract al titlesthat arein the XML documents, we must browse all the nodes of thisdocument. Inthe INEX corpusasthe
main document is still in the <title> tag in the header portion <head>, and <st>tag, if they exist, which contain the section
titlesarein the body of the document <bdy>. After extracting all titles, they will be sent to the indexing moduleto index them
inthe specified fields.

In the following table we show the number of termsin each field, and their sizerelativeto thetotal size of theindex, knowing
that there are other fields represent the file name and path. Note that the corpus contains fewer terms of section titles
compared with the main title and both are very small comparing to content field.

Feld Number of terms | Percentage
Content 3889525 37,6%
Principal title 790045 7,64%
sections titles 297 340 28™%

Table 1. Thesize of each field in theindex

We note that the corpus contains fewer terms of section titles compared under the principal title. We can explain thisby the
fact that all documentsin the corpus have a main title, but many of them do not have titles of sections

4.2 Indexing and Sear ching
Indexing isaset of processing operations on the documentsto build an index to facilitate the search. Theindexing stepsare:
extraction of words, then the weighting of these words, and finally the creation of the index.

In our work, we use the Lucene search engine to the Apache Foundation. [11]. Lucene can use the concept of fieldsin
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indexing, where afield isafragment of the document, as the document name, address of the document..... Lucene can also
alow weight toafield

Thisstructuring into Field, we appropriate, becausein our work wewill indexing titles of sections. Our inverted index will be
composed of three fields:

- A «document title» field containsthe general title of the document
- A «section title» field, which contains the result of the indexing terms of sectionstitle,
- And the «Body» field that contains the result of indexing termstext of paragraph

L ucenerepresentsthe documents asthe vector model (vector space model), introduced by [18]. Inthismodel, documentsare
represented by avector containing theindexing terms, the length of thisvector isN (number of index termsin the collection)

* Semmingand Stop Words

Before indexing the words of the documents, we first begin by stemming phase, which eliminates the different variations of
words and replace them with a single form (stem) to reduce the size of index (ex: research, searching becomes search).
Another function isthe removal of stop wordslike (the, it,).

To search word in adocument, we use asimple model based on TFIDF relevance:
score(q, f) = coord(q,f) - queryNorm(q). t%q( tf(tinf) idf ()% -norm(t,f))
where: tf (tinf) isthefrequency of thetermt in thefield f of the document;
tf(tinf) = \/freq
idf (t) represents the inverse of the term t frequency in the set of document;
idf (t) =log (numDocs/ (docFreqg+1)) +1

wherenumDocs represents the total number of documents in the corpus, and docFreq , the number of documents that
contain thetermt

coord (q, f) isascore factor based on the number of query terms contained in a specified field ; A field containing several
query termswill have ahigher score
coord(q,f)=tq/ TQ

tq: Numbersterms of the application that arein thefield
TQ : total number of query terms

queryNorm ( q) isanormalizing factor used to make similar requests;
queryNorm(q) =1/ v (T idf (t)?)
norm ( t, f) isused to standardize the size of fields (to make comparablefields) ashorter fieldswill have ahigher score

norm(t,f)=1/ (number of termsinthefield)
5. Validation

To validate our approach we realized prototype, which allowsfirst step, extraction of titlesfrom the documentsand indexing
and search these documents by exploiting the extracted titles.

Our prototype uses the open source Apache L ucene platform, to take advantage of its power in the indexing and searching
text documents. We developed our prototype in the programming environment “ Eclipse”.
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Our prototype consists of two algorithms: an algorithm without subtitles (content only) for research without the use of titles,
and algorithm With Titleswhich usetitlesin information retrieval

5.1Corpus

Our prototypeis evaluated on the document collection of ad-hoc track of the Initiative for the Evaluation of XML retrieval
(INEX) 2009 campaign; itisabout 50.7 GB in size and with more than 2,600.000 documents. The documents contain a<title>
tag to indicate the main title of the document and <st> tag to indicate the section title.

To evaluate our prototype we use queries (topics) (115 topicsin INEX 2009) provided by the collection. The objective of
using this collection isto enable the use of the assessment tool: inex_eval, which allows cal cul ating the precision of defined
recall points, iP [ x] wherex={0.00, 0, 01; ............ 0.02; 100}

Theevauationin INEX privilegesthe precision than therecall, theranking is based on the measurement iP [0.01]: precision
at the point of recall 0.01 (Mathias 2012)

5.2 Evaluation
INEX companion provided a set of set of queries (topics) and for each query, judgments pertinences, which will used to
evaluate our results

Themetricsused inthe INEX Ad hoc task (Kampset al, 2008) are:
1. Precision interpolated four recall levels: [r] (r € [0/00, 0.01, 0.05, 0.1]).

2 Themean of average interpolated precision MAIP: It is calculated asfollows:

a. For aquery r averageinterpolated precision Aip which measuresthe overall performanceis cal cul ated according to the
101 levelsof recal ([0.00,0.01,0.02......... ,1,00]) :

P

Aip(r)= z><=o.oo, 001, ..., 1.

wereiP [ x] istheaccuracy intherecall point x

=i

b. MAiPiscalculated asfollowsfor n queries:

. 1 .
MAIp = 2 r=12,...n NP (r)

INEX usestheinterpolated precision 1% recall (iP [0.01]) asthe official measure. Our resultsare evaluated with theinex_eval
assessment tool on the task Focused, The results show an improvement in MAIP and also in precision, for thefirst points of
recall (ip[0.01]), when thetitle with the content is exploited in the search for information

5.3Results
In our experiment, we try to show the effect of sections titles in the search for information, for this we created an index
contains three fields (content, section titles and main title) and then launches research on these three fields.

We used themodel TF-IDF Lucene. Thismodel usesanormalization factor fields, ashorter field will have ahigher score. And
since deference size between fields (Table 1), wetried to decrease the gap between these fields by modifying this factor for
eachfield:

After several trying, wefound avaluefor the factor that can give good results, the valuefactor for thetitlefieldis: 5 (5isthe
result of thedivision of thefield size on content sizefield primarily: 37.6%/ 7.64%), and 10 (37.6%/ 2.87%) for thetitlefield
section

For TheContent Field, No Change: norm (t, f) = 1/~ (nbr term field)
For themain field Title: norm (t, f) =1/ (5*  (nbr term field))
Titlesfor thefield section: norm (t,f)=1/(10* ' (nbr termfield))
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The following table shows the results obtained by running the search on asinglefield or multiplefields:

Thetable above showstheresults, in one or moreindex fields. Asalready mentioned official INEX metricsare: (iP[0.01]),
which represents precision, and ( MAIP) which representsthe recall.

ResearchintheField iP[0.01] Improvement | MAIP I mprovement
Content 0.4494 - 0.13235 -

Principal title 0.5274 +17,35% 0.09925 -25,01%
Section titles 0.2979 -33,71 0.06264 -52,67%
Contentand principa title| 0.5713 +27,12 0.1338 +1,09%
Content and sectiontitles | 0.4966 +10,50 0.1440 +8,80%
Contentand principal title] 0.5850 +30,70% 0.14067 +6,28%
and sectiontitles

Table 2. Result of IRintheindex fields

By comparing the different results with the results of research in the field content alone, we can see that:

« Researchintheprincipal titleonly (principal Titlefield) showed asignificant improvement, (17.35%) inprecision (iP[0.01
1), but asignificant degradation in therecall (MAIP) of (-25, 01 %)

« But research in the two fields together, principal Title with content, better improves precision ( 27.12) and also improves
recall , but withasmaller value ( 1.09 %).

« Research inthe section titlesonly ( field section titles) degrades precision (-33.71) , and recall (-52.67 %).

« But research in the section titles and content together, showsimprovement in precision (10.50 ), which remains as good as
the precision of (principal title+ content : 27.12) , and we al so find some better improvement in recall ( 8.80 %)

e Theresearch in three fields gives better precision ( 30.70 %) and agood reminder of ( 6.28 %) which isslightly lessthan (
section titles + content )

The following table summarizes the comparison of the results with the results of research in the field (content only):

ResearchintheField: iP[0.00] iP[0.05] |iP[0.10]
Content 0.4711 03940 |0.3417
Principal title 0.5642 03342 | 02949
Section titles 0.3423 02198 | 01787
Content and principal title 0.5970 04700 | 03853
Contentand section titles 0.5087 04400 | 0.3806

Content and principal title 0.6005
and section titles

0.4911 |0.4001

Table 3. Comparison of theresults of the field with the content field
Appraisal

 The search operator, the main title alone, or section titles does not improve the search, we must exploit upstream with the
content of documents

« It can be concluded that the main title gives better precision in the top results
* And section titlesimprove therecall.

To understand our method, we present the curves of precision at different points of recall, we obtained as results of our
experiments.

Figure 2; shows that the document search by exploiting their main title gives better accuracy in results returned first, but it
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Figure 2. Precision at different recall pointsfor research in the content alone, and content + principal
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Figure 3. Precision at different recall points for research in the content alone, content + section titles
becomes slightly worse than looking in the content only from the point of recall(0.20).

5.4 Discussion

The number of section titlein the corpusistoo low (2.87% of theindex), which issmaller than the number of primary shares
(7.64%). We can explain thisby thefact that all documentsin the corpus have amain title, but many of them do not havetitles

of sections.

Despitethislow rate, but the operation of section titlesininformation retrieval, shows an improvement in the precision and

recall results.

6.conclusion

We propose in our work taking into account the shares of logical objects that are in the document, in the search for
information. Wemade aprototypethat can extract titlesin documents and then use thesetitlesin theindexing phase and the

phase of the research information.

By comparing the results obtained when the titles and those obtained by not exploiting the titles we operate, we see that the
results we obtained with the use of titles are better.

Journal of E-Technology Volume 5 Number 3  August 2014

107




Y N

0.5*\
c
Content
3 03
§ Content + Section title
a 0.2
0.1
OOI\VHCDLDN@@C"JC)I\VF'UJ
O OAd N N MO I« < IO O~ MNNOWOW OO
OO0 O O OO0 OO0 oo O o O o

\ Recall /

Figure 4. Precision at different pointsin return for research in the content alone, and content + title + primary section titles

One perspectiveto our work isto exploit the hierarchy of Section headingsfor return the most relevant element of the XML
document, and not the entire document

A second perspectiveisto improvethe quality of indexing using domain ontology in order to takeinto account the semantics.
This will establish the relationship between the terms, eg (" semi- structured document " and "XML «) or (" semantic
resource" and " thesaurus").
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