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ABSTRACT: Patient length of stay is the most commonly employed outcome measure for hospital resource consumption and
to monitor the performance of the hospital. Predicting the patient’s length of stay in a hospital is an important aspect for
effective planning at various levels. It helps in efficient utilization of resources and facilities. So, there exist a strong demand
to make accurate and robust models to predict length of stay. This paper analyzes various methods for length of stay
prediction, its advantages and disadvantages and proposes a novel approach for predicting whether the length of stay of the
patient is greater than one week. The approach uses DBSCAN clustering to create the training set for classification. The
prediction models are compared using accuracy, precision and recall and found that using DBSCAN as a precursor to
classification gives better results.
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1. Introduction

Patient Length of Stay is an important performance indicator of a hospital which provides a better perception of the resource
consumption and flow of patients through a healthcare system. LOS estimations has a lot of applications in operational and
clinical functions of a healthcare system such as finding out the future bed usage, making estimates of the forthcoming demands
on different hospital resources, defining the case-mix, providing help to the patients to understand the course of the disease and
recovery, finding health insurance schemes and reimbursement systems in the private sector, planning discharge dates for
elderly patients, patients who are dependent, patients with needs and as a crucial factor for the quality of life of the patients and
families.

Thus, a prediction model that can predict the length of stay of a patient can be an effective tool for the healthcare providers for
making proper plans for preventive interventions, to perform better health services and to do the management of hospital
resources more efficiently. With the help of the accurate estimation of the stay of patients, the hospital can plan for more efficient
resource utilization. Predicting the probable discharge dates can help to estimate available bed hours, that results in higher
average occupancy and less waste of resources in the hospital.

This paper proposes a novel approach for predicting whether the length of stay of a patient in a hospital is greater than one
week. The approach identifies groups of similar hospital claims from the dataset using DBSCAN clustering and utilizes these
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groups as the training set to classify the LOS of patients with high accuracy. Four different prediction models are created using
Logistic Regression, Neural Network, Support Vector Machine and Naive Bayes and are compared using performance metrics of
accuracy, precision and recall. The training approach that produces the best performance is found out. The statistical significance
of this result is analysed using t test. The outcome of this study is a training approach that produces prediction models with
better accuracy, precision and recall.

2. Related Work

The studies on finding out how long patients will stay in a hospital have happened extensively since 1960s by building
prediction models.

The study on hospital length of stay by Gustafson [1] developed and compared five methodologies for prediction of length of
stay. Three of these methodologies gave a point estimate of the length of stay based on physicians’ subjective opinions, while
the other two gave a probability distribution over all lengths of stay based on empirical data. The data used for the study were
collected from a sample of eight inguinal herniotomy patients and were stratified over four categories of length of stay. Since the
data set was too small, the study didn’t give good performance.

Woods et al [2] evaluated the predicted and actual length of stay in 22 Scottish intensive care units using the APACHE III
system. The performance of the APACHE III length of stay prediction was evaluated and found that it stratifies patient
populations effectively but is a poor predictive tool for individual patients.

Liu et al. [3] conducted a study to predict LOS by building linear regression models based on a data set of hospitalizations from
17 hospitals in Northern California. To predict the outlier LOS, longer than a week, they used logistic regression. In this model,
Laboratory Acute Physiology Score (LAPS) and Comorbidity Point Score (COPS) were added which were found to have
excellent predictive value. These scores are calculated when a patient is hospitalized using different measures. The results
showed that adding LAPS and COPS data to the models improved LOS predictions.

Kulinskaya et al. [4] conducted the study for two purposes. The first purpose was to find out factors that influence LOS. The
factors considered were: admission method, discharge destination, provider hospital type, NHS region and speciality (acute or
geriatric). The second purpose was to determine the most accurate and consistent statistical method for analysing LOS and
other similar data. The study compared many linear regression-based and maximum likelihood-based models, and found truncated
maximum likelihood (TML) to have the best fitness value. However, the accuracy of the predictions made by this model was not
discussed in the paper.

Steven et al [5] used neural network for evaluating the level of illness of trauma patients and for predicting the length of stay
accurately. The work built prediction models based on backpropagation, radial-basis-function and fuzzy ARTMAP algorithms.
The data used for the study of pediatric trauma patients are collected within the first ten minutes of the arrival of that patient.
Neural network performed well for this medical domain problem. For predicting patient length of stay, the best performance was
achieved by backpropagation network. In evaluating the level of injury of a patient, fuzzy ARTMAP showed superior performance.
The study recommended the combination of backpropagation and fuzzy ARTMAP to produce optimal combined result [5].

Ali Azari et al. [6] proposed a multi-tiered data mining approach for Predicting Hospital Length of Stay (PHLOS). The study used
K-means clustering on the raw data in order to select representative training tuples. After clustering, training sets are created by
taking samples close to the cluster centers. Another training set was derived from the raw data without clustering. Classification
was then performed using different classifiers and different training datasets. The study found that usage of clustering as a
precursor, to form the training set, gives better prediction results as compared to non-clustering based training sets.  And BNet,
SMO and JRip generate relatively better LOS predictions. This study used K-means clustering to derive training sets. But K-
means clustering fails to address outliers. It does not perform well in situations where the cluster sizes and density differs, and
also where the clusters belong to some non-globular shapes.

3. Proposed System

This study proposes a data mining approach using DBSCAN clustering technique as a precursor to classification task for
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predicting whether the length of stay of a patient in a hospital is greater than one week. Doing clustering before classification
helps in eliminating noise points and getting important data points from the large data set. Good training set can produce better
accuracy. Since DBSCAN handles outliers and takes care of clusters of different sizes, shapes and densities, this approach
proposes the use of DBSCAN clustering. The samples for training set are selected from the clusters. The test set is created in
such a way that the samples in the training set and test set are non-overlapping.

After obtaining these sets, classification is done. The study takes four classification algorithms-Logistic Regression, Neural
Network, Support Vector Machine and Naive Bayes. The performance of the classifiers are obtained by three performance
measures-Accuracy, Precision and Recall. The overall architecture of the proposed system is given below.

The system consists of mainly four modules-data preprocessing, clustering, classification and evaluation. The classification
module is divided into two sub modules-training and testing. The evaluation module consists of evaluation of classifiers and
evaluation of training approaches.

3.1  Preprocessing
Databases are highly susceptible to noisy, missing, and inconsistent data due to their huge size and their likely origin from
multiple, heterogeneous sources [7]. Low-quality mining results are produced by the use of low-quality data. In order to improve
the quality of the data and, consequently, of the mining results and also to improve the efficiency and ease of the mining
process, data should be preprocessed. Methods used for data preprocessing are data cleaning, data integration and transformation,
and data reduction. To improve the accuracy, efficiency, and scalability of the classification or prediction process, the following
preprocessing steps are applied to the data.

3.1.1 Data Cleaning
Since the data tend to be incomplete, noisy, and inconsistent, data cleaning (or data cleansing) routines attempt to fill in missing
values, smooth out noise while identifying outliers, and correct inconsistencies in the data [7]. This study intends to eliminate
the records with missing values.

3.1.2 Data Integration and Transformation
 Data mining often requires data integration which involves the merging of data from multiple data stores [7]. The data may also
need to be transformed into forms that are appropriate for mining.

Normalization [7] is a technique of data transformation where the attribute data are scaled so as to fall within a small specified
range, such as -1.0 to 1.0, or 0.0 to 1.0. The proposal insists to do min-max normalization technique on the attributes selected for
the study. They are to be normalized into the range 0.0 to 1.0. Min-max normalization technique performs a linear transformation
on the original data. This technique preserves the relationships among the original data values.

3.1.3  Data Reduction
To obtain a reduced representation of the data set, data reduction techniques can be applied. After data reduction, data set of
much smaller in volume, that closely maintains the integrity of the original data is obtained [7]. It has been seen that, mining on
the reduced data set is more efficient [7]. Attribute subset selection is a strategy for data reduction where irrelevant, weakly

Figure 1.  Architecture of the proposed system
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relevant, or redundant attributes or dimensions are detected and removed [7]. The data set may contain a lot of attributes which
are irrelevant for predicting the LOS. So, a set of relevant attributes are to be selected from the dataset. The study insists to
select the relevant attributes by considering the opinion of an expert in the field and the factors found in the literature.

3.2 DBSCAN
DBSCAN (Density Based Spatial Clustering for Applications with Noise) [8] is a density based clustering approach which is
resistant to noise. It can handle clusters of different sizes and shapes. According to density based clustering, a cluster is a dense
region of points, which is separated by low-density regions [8]. It is used when the clusters are irregular or intertwined, and
when noise and outliers are present. The key idea is that for each point of a cluster, the neighborhood of a given radius (Eps) has
to contain at least a minimum number of points, i.e. the density in the neighborhood has to exceed some threshold. DBSCAN
considers three types of points-core point, border point and noise point [9]. A point is a core point, if it has more than a specified
number of points (MinPts) within Eps. A border point has fewer than MinPts within Eps, but is in the neighborhood of a core
point. A noise point is any point that is not a core point or a border point.

To find a cluster, DBSCAN starts with an arbitrary point P and retrieves all points that are density-reachable from P with  respect
to Eps and MinPts. If P is a core point, this procedure yields a cluster with respect to Eps and MinPts. If P is a border point, no
points are density-reachable from P and DBSCAN visits the next point of the database [10].

3.3 Classification
Classification finds out a model (or function) that describes and distinguishes data classes or concepts, for the purpose of being
able to use the model to predict the class of objects whose class label is unknown [7]. The model is derived from the training data
set which consist of data objects and its class label. This paper analyzes four classifiers. They are Logistic Regression, Neural
Network, Support Vector Machine and Naive Bayes.

3.4  Evaluation
The various prediction models M = fm
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i
 g formed are to be analyzed based on the set of performance measures pm
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 g generated. For the proposed approach, j is considered to be equal to 3, including accuracy, precision and recall [11]. The

evaluation is done by comparing these performance measures for the generated models, by taking into account the clustering
method used to generate training sets. The combination of clustering and classification technique that is best suited to predict
hospital length of stay is extracted from the evaluation. The best training set is also found out from the comparison of
performance measures. Then t-test is performed to analyze the statistical significance of the result.

4. Experimental Results

This study evaluated the performance of four classifiers when trained using three training sets. Logistic Regression, Neural
Network, Support Vector Machine and Naive Bayes are the classification algorithms selected. In order to find good training
tuples, DBSCAN is done on the dataset. The experiment is conducted with the help of R statistical package [12].

4.1 Data Description
The dataset used for the study is a randomly generated dataset for the replication of PHLOS approach [13]. It is based on
Heritage Health Prize data. The data contains attributes such as primary condition group, specialty, Charlson Index and DSFS
(Days Since First Stay) for predicting hospital length of stay.

4.2 Data Preprocessing
Data integration is performed based on record identifier. Many attributes present in the dataset were irrelevant to predict LOS.
So, data reduction by attribute subset selection is done based on the opinion of an expert in healthcare. The next challenge was
the missing values present in the data. The specification file of the database contained the encodings used to represent the
missing values in each attribute. So, those values are found out, and the corresponding records are eliminated. Then the LOS
attribute is converted into two different groups - ‘greater than one week’ and ‘less than one week’ and encoded as 1 and 0
respectively. Then the data is transformed into the range [0, 1] by using min-max normalization method.

4.3 Creation of Training and Test sets
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Training set and test set creation from the whole data is done after preprocessing. Training set 1 is formed without doing any
clustering on the preprocessed data. Training set 2 is formed after performing K Means clustering on the data. The value of K
is selected as 2 in order to get two classes of length of stay greater than one week and less than one week. Samples that are close
to the cluster centers are selected. Then DBSCAN is done on the preprocessed data. The noise points found out by DBSCAN
are eliminated and thus formed Training set 3. A test set is created from the preprocessed data in such a way that records in the
test set are non overlapping to the records in the training set.

4.4 Classification
The 3 training sets formed are applied to 4 classification algorithms so that a total of 12 prediction models are generated. The four
classification algorithms used were Logistic Regression, Neural Network, Support Vector Machine and Naive Bayes. The test
set is applied to the prediction models and the accuracy, precision and recall of the models are calculated. The results obtained
are shown in Table 1.

Table 1 shows the accuracy, precision and recall of different prediction models generated. Support Vector Machine, when
trained using Training set 3, gives the highest accuracy, precision and recall.

Figure 2 indicates the accuracy of Logistic Regression, Neural Network, Support Vector Machine and Naive Bayes classifiers
when trained using Training set 1, 2 and 3. It shows that clustering before classification gives better accuracy. Models trained
using Training set 3 produced best accuracy results.

Figure 3 shows the precision of the classifiers. It is found that clustering before classification increases the precision of the
models. Dataset formed using DBSCAN produces the best precision value.

The recall of the classifiers is represented in Figure 4. Datasets generated using clustering show better results. In such datasets,
DBSCAN generated dataset produces highest recall value.

4.5  Evaluation
The study used three training sets created based on three different clustering methods. The training set 1 was taken from the
data set without doing any clustering. Training set 2 was created by performing K Means clustering on the data set and training
set 3 was created after doing DBSCAN. From Figure 2, Figure 3 and Figure 4, it is obtained that training set generated using
DBSCAN gives better prediction results. In order to find out the statistical significance of this result, unpaired t test [14] is
performed. The t test compares the means of two groups. The test is done for each performance metric by taking the performance
of Training approach 3 in one group and the performance of the other approach in the next group.

Figure 2.  Graph comparing the accuracy of different classifiers
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Performance       Training       Training       Training
metrics                   Set 1              Set 2              Set 3

                                 Logistic Regression

Accuracy 0.546               0.603           0.698

Precision                   0.557 0.615            0.711

Recall            0.466            0.554        0.667

                                   Neural Network

Accuracy           0.579           0.629           0.731

Precision           0.545           0.643     0.736

Recall          0.565           0.609      0.679

       Support Vector Machine

Accuracy               0.618               0.702            0.798

Precision         0.585         0.704      0.781

Recall         0.569         0.701       0.776

                         Naive Bayes

Accuracy         0.539         0.670        0.747

Precision               0.474         0.691        0.759

Recall        0.543         0.697             0.743

Table 1. Performance Analysis of Prediction Models

Figure 3. Graph comparing the precision of different classifiers
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The first test is done with the Null Hypothesis: there is no significant difference between the accuracies of predictive models
when trained using training set 1 and training set 3. The two tailed unpaired t test for 95% confidence interval resulted in a p
value of 0.0033. So, the result is found to be statistically significant and the Null Hypothesis is rejected.
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The next test is done by taking Null Hypothesis as: there is no significant difference between the accuracies of predictive models
when trained using training set 2 and training set 3. The p value obtained after the test was 0.0509. Eventhough training set 3
outperforms training set 2, the result is not quite statistically significant. So, the Null Hypothesis is accepted.

From the two tests based on accuracy, it is observed that predictive models trained using training set 3 outperforms the
predictive models trained using training set 1 significantly. But with prediction models trained using training set 2, the
outperformance of predictive models trained using training set 3 is not quite significant.

In order to find out the significance of the result in terms of precision, two tests are performed. The first test took Null
Hypothesis as: there is no significant difference between the precisions of predictive models when trained using training set 1
and training set 3. The test resulted in a p value of 0.0016 and the result was very statistically significant. So, the Null Hypothesis
is rejected.

Then Null Hypothesis is taken as: there is no significant difference between the precisions of predictive models when trained
using training set 2 and training set 3. The p value obtained after the test was 0.0453. The result is found to be statistically
significant and the Null Hypothesis is rejected.

The two tests on precision show that, the outperformance of prediction models when trained using training approach 3 is
statistically significant when compared with the prediction models trained using training set 1 and training set 2.

In order to find out the statistical significance of the outperformance of training approach 3 based on the performance metric
recall, two tests are performed. The first test took Null Hypothesis as: there is no significant difference between the recalls of
predictive models when trained using training set 1 and training set 3. The t test for confidence interval 95% resulted in a p value
of 0.0082. The result is found to be very statistically significant and the Null Hypothesis is rejected.

Then the test is performed by taking Null Hypothesis as: there is no significant difference between the recalls of predictive
models when trained using training set 2 and training set 3. The p value obtained was 0.0865. The result is not quite statistically
significant and the Null Hypothesis is accepted.

It is observed that the outperformance of prediction models when trained using training approach 3 is statistically significant
when compared with models generated by training set 1.
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Figure 4.  Graph comparing the recall of different classifiers
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The t test performed for finding out the statistical significance of the outperformance of prediction models trained using training
set 3 shows that these models are better models for predicting the hospital length of stay.

5. Conclusion

Determining how long a patient will stay in a hospital is important in healthcare to provide better care for the patient and thus to
increase the reputation of the hospital. This paper focuses on length of stay prediction. Different prediction models are
generated that predict whether the length of stay of a patient is greater than a week or not. These models are compared using
accuracy, precision and recall. The problem is viewed as a classification task in which each patient record is classified into one
of the two classes-‘greater than one week’ and ‘less than one week’. The work proposed an approach of doing clustering before
classification in order to find representative training tuples and thus to increase the performance of prediction models.

A density based clustering approach called DBSCAN is used for clustering. Since it is a density based clustering, clusters of
different sizes, shapes and densities are found out. It also eliminated noise points from the data set. Different prediction models
are built based on Logistic Regression, Neural Network, Support Vector Machine and Naive Bayes. From the experiments
conducted, it was observed that prediction models based on Support Vector Machine gives the best performance. It was also
found from the results that training the prediction models using the training set created by DBSCAN approach provides the best
performance.
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