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ABSTRACT

The paper explores the application of the Group Method of Data Handling (GMDH) algorithmenhanced with
fuzzy inference to analyze and optimize the value chain in the sports industry. The value chain framework
encompasses enterprise relationships, value creation processes, and structural dynamics, all of which are
critical to sustainable industrial growth. Given the sports industry’s limited historical data and inherent
uncertainty, traditional modeling approaches face challenges. The GMDH algorithm offers advantages such
as self organization, global optimization, and effectiveness with small datasets. Howeuver, its susceptibility
to overfitting and structural instability prompted the integration of fuzzy logic to handle imprecise and noisy
data better. The fuzzy GMDH model improves prediction accuracy by incorporating fuzzy reasoning into the
basic processing units, enabling more robust modeling of nonlinear and uncertain systems. The study applies
this optimized model to the sports industry in “M Province,” comparing performance between standard
GMDH and fuzzy GMDH. Results indicate that the fuzzy variant provides superior fit and predictive capability,
supporting more accurate evaluation of the industry’s value and development potential. Despite these
improvements, the authors acknowledge room for further refinement of the algorithm’s architecture. The
research underscores the importance of advanced data mining techniques, such as fuzzy GMDH, in enabling
evidence based decision making in emerging sectors, including sports, where data scarcity and volatility
are common challenges.
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1. Introduction

The value chain in the sports sector typically comprises three main components: the value chain itself, the
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relationships within the value chain enterprises, and the process of value production [1]. The value chain
indicates the performance of the various enterprises involved, illustrating how well they align with the antici-
pated value and the overall value chain environment. Within the value chain, businesses experience both
collaboration and competition in their interactions [2]. The interplay between the components of the value
chain and the inter-enterprise relationships forms a network for industrial development. The value produc-
tion process represents the realization of enterprise value, encompassing how production value is allocated
through resource utilization, thereby demonstrating the connection between the input and output of value for
enterprises. The relationships among value chain enterprises convert a traditional industry network into a
dynamic value network [3]. Optimizing the industrial value chain typically occurs across various subcatego-
ries within three dimensions: the formation of the value chain, relationships among value chain enterprises,
and the value production process [4]. Different industries must have a unique understanding and application
of big data, as substantial datasets require enhanced visualisation tools for effective utilisation. Data mining
technology primarily involves key areas such as mathematical statistics, artificial intelligence models, and
database technology, along with visualization research. This research is comprehensive and represents a new
discipline characterized by multi-disciplinary integration and interaction. Currently, it is essential to extract
potentially valuable information from vast datasets filled with noise and to identify avenues for value chain
optimization through scientific methodologies, leading to the inevitable choice of data mining technology.

2, Early studies

Many data mining technologies impose greater demands on users, and human factors can lead to variability in
the quality of mathematical models [5]. The Group Method of Data Handling (GMDH) employs crossover,
mutation, and selection operations to automatically establish and validate the model structure in accordance
with evolutionary principles [6]. The GMDH algorithm model serves as a self-organizing data mining technique,
achieving an optimal balance between memory and generalization functions. It stands out as one of the most
widely utilized and versatile modeling algorithms [7]. The GMDH algorithm possesses four primary
characteristics. Firstly, it has a robust self organizing capability, eliminating concerns about multicollinearity
among data variables. It automatically filters input variables based on their best correlation, resulting in a
relatively straightforward production model (Parsaie A, et al. 2015) [8]. Secondly, it offers global optimization
advantages. Under identical conditions, the system’s model is optimal, effectively addressing minor sample
issues [9]. Thirdly, the model selection process is objective. Supported by computer-aided technology, the
GMDH network requires only input data, an operational sequence, and calculation standards. The computer
can directly manage other structural and variable parameters, making the model selection process more
objective and precise [10]. Lastly, it showcases inductive features that integrate both dynamic and static
elements.

The Fuzzy GMDH Network Algorithm provides a powerful, flexible approach to value chain analysis by enabling
sophisticated modeling of complex, uncertain systems.

A fuzzy GMDH-type neural network model is developed for forecasting in mobile communication systems,
with potential applications to complex systems like value chain analysis. The algorithm offers unique advantages
in handling nonlinear relationships and uncertainty [11] Specifically for value chain analysis, researchers
have demonstrated its capability to optimize network structures and evaluate enterprise performance [12].

The key strengths include:
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e Automatic model generation

¢ Handling of noisy and limited input data

¢ Ability to produce explicit mathematical models

e Flexibility across multiple domains (communication, finance, manufacturing)

The method’s core innovation lies in introducing fuzzy reasoning into traditional modeling techniques, allowing
more nuanced analysis of interconnected business processes [13] (Y. Zaychenko et al., 2019). Fuzzy GMDH is
used for forecasting in macroeconomics and finance, enabling automatic model construction and interval
estimates, but its direct application to value chain analysis is not explicitly addressed. [14] (Mikhail Z., 2016)

A fuzzy network data envelopment analysis (FNDEA) approach was developed and applied to 10 R&D projects
in Iran to evaluate the value chain network structure of complex products and systems under data uncertainty.
[15] (P Peykani, 2020) A multistage fuzzy comprehensive evaluation model using AHP for value chain analysis
is developed to address vagueness and subjectivity, thereby supporting the evaluation of management efficiency
and effectiveness. [16]

The value of an industry can be assessed from two perspectives: intrinsic value and market value. Intrinsic
worth refers to the net present value of the industry’s near-term cash flows, indicating its profitability. Within
the framework of a socialist market economy, a free market system is promoted; hence, market value reflects
the industry’s intrinsic value. Ultimately, the sector’s value depends on the future profitability of its asset
portfolio, which corresponds to the industry’s anticipated cash flows. Consequently, this paper investigates
the value chain within the sports industry. It primarily begins with evaluating the sports industry’s worth,
followed by the development of a GMDH model using data processing grouping methods to assist the sports
industry in optimizing and enhancing its value chain, fostering the integration of sports resources, and
encouraging the swift and sustainable growth of the sports industry.

3. Methodology

3.1 GMDH Algorithm

Numerous publications on user surveys exist in the simulation literature. An earlier survey conducted by
Kleine 1, 2 explored user opinions on eleven distinct simulation languages [4]. The survey findings indicated
that interpreting the results was challenging, primarily because a limited number of respondents were proficient
in multiple languages. Additionally, it was difficult to determine the expertise of some participants.

GMDH algorithm

Parameter GMDH algorithm Nonparametric GMDH algorithm

Combinatorial COMBI
Multilayered Iteratiomal MIA

Objective Computer Clusterization OCC

Harmonial Analogues Complexing AC

Objective System Analysis OSA
Table 1. Classification of GMDH Algorithms
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The GMDH algorithm is a heuristic, self-organizing mathematical model introduced based on multilayer neu-
ral network theory in the late 1960s. It represents a fusion of data processing techniques, relying on polyno-
mial functions and utilizing continuous screening combinations to differentiate nonlinear systems, showcas-
ing strong identifiability for such systems. The GMDH organizational structure features a feed forward neural
network, predominantly serving a predictive role in applications, and is commonly referred to as a GMDH
neural network. It primarily serves a predictive function in applications and is also known as the GMDH neural
network. The main principle is that in a system, if there are m variables Xi (1, 2, ...m) and one output variable
y, the K-G polynomial expression results of each fitting trajectory can be obtained according to formula (1).
Among them, ao, ai. aij. aijk,...(1, j, k=1, 2,...m) are the coefficients. This function can depict historical data
paths and approximate any linear function. From the formula, it is evident that the contribution of each term
in the polynomial to the fitting accuracy varies. The system leverages the self-organizing traits of the GMDH
neural network, continuously eliminating terms with minimal contribution to the fitting accuracy, thereby
reducing computational complexity, resulting in a more streamlined and effective model.

m m m m
y=a,+ Z a.x; +ZZ a; XX, +Z Qg X, X X e (1)
i=1 i=1

i=l j=I

As a feedforward neural network, the primary distinction between a GMDH neural network and other neural
network types lies in its dynamically formed training data, which is subject to continuous change. When a
neuron progresses to the subsequent level to form a new neuron, the network’s self-organization feature
automatically discards neurons that contribute poorly. This makes the number of neurons in each layer not
fixed. Fig.1 is the GMDH network diagram. ; represents the network’s evaluation value. X, is the input
variable i of the first sample, i=1, 2,... m. The m is the number of input variables in the sample. ;W is the
evaluation value of the k neuron in layer j of the first sample, k=1, 2,...m. rﬁc is the evaluation index of the k
neuron in layer j. The threshold in layer j is R,.

A

YV =V

(O Non selected neurons
. ‘ [] Input neuron
Yk /

@ Sclected neurons

Figure 1. An iterative design model

The basic neuron in the GMDH neural network is a dual input, single output structure. A polynomial of two
variables and two degrees represents the relationship between the input and the output. Among them, the
coefficients a, b, c, d, e, and f are mainly determined by the least square method. The unit output here is the
same as the content of the lower units. The production of the upper two different units is the input content of
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the lower unit, and the output variable of the processing unit is the polynomial with two degrees of the input
variable. When the network has more than one layer, the polynomial order increases by 2. Finally, the net-
work is a multinomial expression of 2k orders. The GMDH neural network has shortcomings in practical
applications, primarily because certain structures are unstable. This is because the intermediate variable
increases with iteration, and the goodness of fit with the output variable is higher. This makes the correlation
between the middle variables too high. The recognition rate for the two least components in a nonlinear
system is low. This is because its retrieval principle is the use of gradient information, which will have the
possibility of going to a local minimum to bring limitations and misleading to searching. To address the
shortcomings of the GMDH neural network, a fuzzy inference model was proposed to optimise the primary
processing unit.

3.2 Optimize GMDH Algorithm

Reasoning is the process of drawing potentially imprecise conclusions from an inaccurate dataset. The reasoning
in human thinking is often possible and approximate. That is to say, there is a certain degree of fuzziness in
humans’ natural thinking. Fuzziness is a transitional stage that reflects the intersection and integration of
elements across performance, attributes, and other parameters. This is the natural state of existence, and it is
also an important research topic in artificial intelligence. Fuzzy reasoning generally uses two valued logic or
multi-valued logic to complete. Among them, the most crucial theory is the composition rule that converts
the conditional statement “if x is A, y is B” into a fuzzy relation, which Zade proposed in the 70s of the last
century. On this basis, fuzzy theory, employing various fuzzy logic methods and fuzzy truth values, is
introduced. Fuzzy inference is introduced to replace the basic processing unit in the GMDH algorithm to
enhance the algorithm’s effectiveness.

X.
T
X PD
Figure 2. GMDH network basic processing unit

Fig. 2 shows a neuron of fuzzy inference GMDH model. The fuzzy model comprises k fuzzy rules. The expression
ofrulek (1< k< K)isR: If xjis Afand x,is AiThen y is y".Amongthem, x, x, stand for input, and y is
the input of the model. 4/, 4! are the membership functions of the input variables x, x,. The Gauss function is
chosen here, which is shown in formulas (2) and (3). Among them a,,,a,,,b,,b,, are the parameters of the
model.

P
ulk(xl): eXp _—(X1 ;alk) (2)
Ik
2
Uy, (xz ) =CXpy— (xz ; a2k) (3)
2k

Fig. 3 shows a typical distribution graph of the Gauss function shaped like an inverted clock. Parameter a is the
peak value of the Gauss curve, b is the corresponding abscissa, and c is the RMS width of Gauss, which controls
the width of the function.
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Figure 3. The standard distribution curve
of the Gauss function

The topological structure of the fuzzy inference model comprises four layers. The first layer is the input layer,
which directly connects the neurons to the input variables. The second layer is the fuzzification layer. All
nodes in this layer are divided into k groups, and each node represents the first half of a fuzzy rule. Each node
computes the membership value of the input variable. The third-layer fuzzy inference layer primarizly applies
the product principle to calculate the excitation intensity for each fuzzy rule. The formula is «, ()= [] . (x)).
The defuzzification operation is performed on the fourth layer to produce the final results. The calculation

k
Z”k (x)wl:
k=1

I Zk:” () ° The mixed projection method is used to estimate the parameters of the
k
k=1

formula of input value is

a, ,a,,,b,,b,, model here.

0.08[C
0.07
0.06
0.05

0.041

Figure 4. Minimum fitting variance

In the modelling of self-organising data mining, the training samples are typically partitioned into categories.
This is to make the generated model have a certain balance in generalization ability and complexity. Prior
knowledge must be used to control the model’s complexity effectively. In the modelling of GMDH algorithm,
based on this principle, it is necessary to use effective external information so that the best model can be
selected from the given data sample. The external information here is data that has not been used in the
model’s parameter estimation. Fig. 4 shows the least-fit variance map. The abscissa represents the complexity,
and the ordinate is the least fitting square error. The least-square error in the selection data set is the minimum
square error in the training set. As the model complexity increases, the number of variables and the maximum

26 dline.info/jism



Journal of Information & Systems Management Volume 16 Number 1 March 2026

polynomial degree will also increase. The minimum squared error on the training data set decreases. It is imp-
ossible to determine whether the model exhibits overfitting solely from this information; therefore, an external
criterion is necessary to select the training samples to exclude, using the least-squares error. The lowest value
corresponds to the minimum. In self-organizing data mining, each step will select many models. When it is not
necessary to improve the external criterion at a certain stage, the model is the optimal complexity model can
be considered, and the best balance of fitting generalization of training samples can be realized so as to end the
modeling process of GMDH algorithm.

4. Result Analysis and Discussion

In this paper, based on the basic data of the sports industry in M Province, the GMDH algorithm based on an
optimized value chain was simulated and tested. Construction of the fuzzy GMDH network model was carried
out based on Knowledge miners.o software. First, sample data were collected. In the value evaluation of the
sports industry, the model’s inputs represent indicators of the value driving factors, and the output is the
value of the sports industry for the training samples. September 1, 2016 was selected as the basis point, and
sports industry related enterprise data in M province were selected as a sample. The indicators were extracted
to get the sample data for this paper. Subsequently, the sample data were preprocessed to map them to the (o,
1) range. The raw data were normalized to reduce the dynamic changes in the data processing process to
increase the effectiveness of the evaluation results. Although the GMDH network has good data recognition
and self-organization ability, data can also be trained without being processed; if the input data preprocessing
can reduce the process and range of data recognition, the results are more practical and accurate. The formula

i xl,min

used in data preprocessing is * = . Among them, the x; represents the data of the i row in any

i,max xi,min

column. X, is the minimum value of all the data in the column in which is located and is the maximum value

i,min

of all the data in the column in which is located.

A :(yl;xll,xlz, "'xln,)
(yz;le,xzz, "'x2n,) (4)

B:(strl ’ xs+l,1,xs+2,2, o xs+1,n, ) (5)

(ym ’ xml,me, o xmn, )

Based on the GMDH network architecture, the model is applied to fuzzy reasoning. The selected sample data
are used as input and output to establish a fuzzy GMDH-based value-evaluation model. The processed sample
data are divided into training samples and test samples. The sample data sequence is set as

{yi,xi/ }(i = 1,2,---,m), ( j= 1,2,---,n). The number of network input signals is n, the output variable is y, and the input
variable is x. The training sample data set A and the test sample data set B are obtained, which are shown in

formulas (4) and (5). The sequence l.x,| generates the sample set W, which contains data samples with m
inputs and outputs, N, =m. 80% of them are training samples, and the remainder are test samples. In sample A,
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any Xi in the N inputs of the sports industry data is selected. When the input variables are set, the corresponding
y can be obtained as the output variable. In the basic processing unit fuzzy reasoning model, n (n-1) /2 neurons
can be generated. This can get the first layer of the initial network. Screening criteria can be used in neuronal
screening. Assuming that that the R, is the threshold of layer j. When r; <R,, the neuron is retained as the
following input, the neuron that does not satisfy the condition is deleted. Finally, the value evaluation model of
the sports industry established in the form of self-organization based on fuzzy GMDH network can be obtained,
which is connected with the output layer directly associated with the neurons retained by the output layer.

——  actual value
7.53¢-1 =

Training value

5.02¢-1 [

2.5le-1

. . XIEC . » - . KONGZ
;g ORI , I g )
BAIDU SINA  SOHU  YOUKU HENG DANG  ELONG SLIOB  DATE HONG

Figure 5. GMDH Comparison of data fitting process

To verify the practicability of the model, this paper selected the basic GMDH network and the fuzzy GMDH
network for comparative analysis, providing a scientific basis for studying sports industry development and
its industrial value. The basic GMDH network model is a linear output model. The result is
thaty =-6.987¢—-2X5+9.528e—1X11+3.934e—2 . The residual square sum of the prediction is 0.321, and
the average absolute error percentage is 23.01%. The approximate error variance is 0.0187. The data-fitting

process is shown in Fig. 5. The solid line represents the actual values, and the dotted line represents the
training values. The data indicate that the fit is poor.

actual value

Training value

02 F

. . XIEC . . KONGZ
J J KU \ A
BAIDU SINA  SOHU  YOUKU HENG DANG  ELONG SLJOB  DATE HONG

Figure 6. Comparison chart of data fitting process
in fuzzy GMDH network model

In the simulation test, the structure of the fuzzy GMDH network model is y =—-9.815¢-1X12+5.7879¢—1.
The predicted value is 0.1785132, and the reduced value is 445031.1900003. The actual value is
45930.7300001, and the error is -1.95324%. The data-fitting process is shown in Fig. 6. The solid line repre-

sents the actual values, and the dotted line represents the training values. The data indicate a better fit.
28
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5. Conclusion

The benefits of the Group Method of Data Handling (GMDH) include its ability to effectively achieve global
optimization, its adaptability to work with small sample sizes, its robust self-organization capabilities, and its
capacity to select and construct streamlined model structures autonomously. The rapid expansion of the
sports sector introduces uncertainty about its future. Given the sports industry’s relatively short history and
limited data, assessing and advancing its value are challenging. Hence, this paper proposes a GMDH algorithm
grounded in an optimized value chain to analyze the sports industry’s value, aiming to offer a scientific
foundation for forecasting its development. By examining the fundamental structure and processes of the
GMDH model, the algorithm’s strengths and weaknesses were evaluated. Fuzzy inference was incorporated to
replace the basic processing unit in the GMDH algorithm, thereby enhancing its effectiveness. The fuzzy GMDH
network was employed to model the sports industry in M Province, allowing for a comparison of the fit
between the standard GMDH algorithm and the fuzzy GMDH network. The findings of this paper are as follows:
the fuzzy GMDH algorithm, based on the value chain, provides a more precise prediction and evaluation
framework for the sports industry’s growth; it demonstrates high prediction accuracy, with minimal
discrepancies between the goodness of fit and predicted values. This confirms the success of the study. However,
the results also indicate that there is still room for improvement in the algorithm. Therefore, further
development of the GMDH algorithm’s model structure will be the primary focus of future research.
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