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#### Abstract

This paper presents a robust algorithm for the Structure From Motion (SFM) problem resolution using a step-by-step non-linear optimization scheme. The proposed algorithm is composed by two main parts. In the first part a projective reconstruction is computed. Here, the reconstruction is initialized based on the epipolar geometry of the scene and then refined using a robust non-linear optimization. To upgrade the reconstruction to a metric one, the second part of the algorithm consists on computing the camera intrinsic parameters. To deal with the drawback of computing all intrinsic parameters at once and avoid the possibility of converging to a local minimum, the matrix of camera intrinsic parameters is firstly initialized and then each parameter is estimated alone in a multi-stage scheme. Once computed, the intrinsic parameters are introduced in a state-of-the-art Multi-View Stereo (MVS) to generate the dense 3D model of the scene. MVS methods take images with camera internal parameters as input and produce dense 3D models with accuracy nearly on par with laser scanners.
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## 1. Introduction

During the last two decades, the Structure From Motion (SFM), from active sensors, has been a very active research topic in computer vision. Starting by the acquisition of a set of uncalibrated images of a fixed scene by a moving camera (or vice-versa, i.e. moving object and fixed camera); the goal of SFM is to recover the 3D reconstruction of the scene in the Euclidean space. The general scheme of an SFM algorithm may be described as follow: First, feature descriptors of the different images are detected and matched, across all views, using a robust optimization method, such as RANSAC [8], this leads to a set of accurate and robust matches $p(x, y) \Leftrightarrow p^{\prime}\left(x^{\prime}, y^{\prime}\right)$. Second, a projective reconstruction is retrieved based on the computed matches. Projective reconstruction means that the computed 3D model is similar to the real objects in the scene up a transformation matrix $H$ called homography, the role of $H$ is to preserve some geometrical properties of the scene such as orthogonality, parallelism and distances ratios (figure 1). Third, the upgrade of the projective reconstruction to a metric one; this step requires the knowledge of the camera intrinsic parameters, which allow the computation of the homography. To this end, a very important step of camera auto-calibration is accomplished in this stage to compute the camera internal parameters.

The accuracy and robustness of the projective reconstruction step depend highly on the accuracy of the estimation of the scaled data measurement matrix $W$. Nowadays; algorithms that aim to better estimate $W$, in the projective space, are more and more exposed. Several researchers [3, 4, 5, 6] have recently proposed some extensions of the Sturm / Triggs (S / T) algorithm [1]. Most of them are based on an initialization of the projective depth $\lambda$ to 1 , then an extraction of the projective structure $X$, use this structure to refine ë and use the new $\lambda$ to refine the Structure and the projection matrices for each image $P_{i}$.

As stated in [2]; the weakness of previous methods is the fact that: $1^{\text {st }}$ the use of $\lambda$ equal to 1 is not suitable because in this case the algorithm may converge to a local minimum. $2^{\text {nd }}$ These methods have not been theoretically proved. $3^{\text {rd }} A$ certain lack of the theoretical support for some basic notions that they should develop.

We propose an algorithm for the estimation of both $\lambda$ and in an iterative way to avoid the usage of $\lambda=1$ and thus better retrieve the projective reconstruction $\left(P_{i}, X_{j}\right)$.


Figure 1. Different kind of reconstructions of the scene (see section 5. A for more details about the different transformations)

On the other hand; many successful results had been obtained, for camera auto-calibration, based on the rigidity of the scene. In the literature, three main approaches are distinguished: first, those based on the Kruppa's equations [9, 11, 13], they require the epipolar geometry of each pair of views and consist of two independent equations in the elements of the image of the absolute conic. Second, methods making a direct calculation of the homography $H$ to rectify the reconstruction from "projective-to-metric" [11, 13, 14, 16]. Triggs et al [12] introduced an algorithm based on the absolute dual quadric where embedded the plane at infinity and the intrinsic parameters of the camera in a compact way. This model has been used in [15] to introduce a nonlinear and linear algorithms to deal with the case of varying intrinsic parameters. Third, algorithms that use a stratified approach, based on the affine rectification of a projective reconstruction, and find linearly a transformation "Affine-Metric", this has the advantage to deal with the drawback of calculating many parameters at once when upgrading directly the projective calibration to a metric one. The first step for this kind of algorithms is accomplished by an exhaustive search for the plane at infinity [10], the subsequent determination of the calibration matrix is then relatively simple because there exist a linear solution.

In second part of this paper we introduce an algorithm to deal with the disadvantage of computing several independent parameters at once using the Absolute Dual Quadric-based method described above. Therefore, we firstly initialize the camera intrinsic parameters, then compute each parameter alone in a multi-stage scheme and finally refine all of them at once, in a nonlinear iterative way, to ensure getting accurate results.

## 2. Paper Outline

This paper is divided into two main parts; the 1st one introduces an algorithm concerning the extraction of the projective reconstruction while the 2nd part represents the method to compute the camera intrinsic parameters and thereafter the derivation of the 3D reconstruction of the scene. A previous version of the two algorithms had been published in [17] and [18]. The differences here are, on one hand, the acceleration of the 1st part with the advantage of getting stable and robust results. On the other hand the simplification of the camera auto-calibration phase and the usage of the computed parameters to upgrade the reconstruction from projective to metric. Finally the dense 3D model of the scene is extracted based on the computed parameters
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using a Multi-View Stereo method (MVS) such as [20, 21].
The rest of the paper is organized as follows: section 3 presents some preliminaries and notations used in the paper. Section 4 introduces the method to compute the projective reconstruction, and then the auto-calibration stage and 3D model extraction is described in section 5 . Experiments are in section 6 and finally section 7 concludes the paper.

## 3. Preliminaries

### 3.1 Notations

In this paper we will use the following notations: an entity $L$ in the Euclidean space will be noted with a subscript $E: L_{E}$, a 3D world points X will be denoted by a homogeneous 4 -vector ( $\mathrm{X}, \mathrm{Y}, \mathrm{Z}, 1$ ) and a 2 D image points x by homogeneous 3 -vector ( $\mathrm{x}, \mathrm{y}$,
1). Suppose a camera observing a scene composed of 3 D points $X_{\mathrm{j}}$, the perspective projection of the scene points into the image plane is given by figure 2 .

Mathematically, we express this projection as follow:

$$
\begin{equation*}
\lambda_{\mathrm{ij}} \mathrm{X}_{\mathrm{j}}=\mathrm{P}_{\mathrm{j}} \mathrm{X}_{\mathrm{j}} \tag{1}
\end{equation*}
$$

For $\mathrm{i}=1, \ldots, \mathrm{~N}_{\mathrm{I}}$ and $\mathrm{j}=1, \ldots, \mathrm{~N}_{\mathrm{p}}$
Where

$$
\begin{equation*}
\mathrm{P}_{\mathrm{i}}=\mathrm{K}_{\mathrm{i}}\left[\mathrm{R}_{\mathrm{i}} \mathrm{t}_{\mathrm{i}}\right] \tag{2}
\end{equation*}
$$

$P_{i}$ is the camera projection matrix. $\mathrm{R}_{\mathrm{i}}$ and $\mathrm{t}_{\mathrm{i}}$ are the rotation matrix and the translation vector respectively. $\mathrm{K}_{\mathrm{i}}$ is the calibration matrix and is expressed as follow:

$$
\mathrm{K}_{\mathrm{i}}=\left(\begin{array}{ccc}
\mathrm{f}_{\mathrm{i}} & \mathrm{~s}_{\mathrm{i}} & u_{0 \mathrm{i}}  \tag{3}\\
0 & \mathrm{k}_{\mathrm{i}} \mathrm{f}_{\mathrm{i}} & \mathrm{v}_{0 \mathrm{i}} \\
0 & 0 & 1
\end{array}\right)
$$

Where $f_{i}$ is the focal length; $k_{i}$ is the aspect ratio; $s_{i}$ is the skew and $\left(u_{0 i}, v_{0 i}\right)$ are the coordinate of the principal point.
For $\mathrm{N}_{\mathrm{I}}$ image and $\mathrm{N}_{\mathrm{p}} 3$ D points, equation (1) can be written using its factorized matrix form:

Equivalent to: $W=P_{3 N_{I} \times N_{P}} \times \chi_{4 \times N_{P}}$
Where $W_{3 N_{l} \times N_{P}}$ is the Scaled Data Measurement Matrix, it's composed by the image points $\mathrm{x}_{\mathrm{ij}}$ multiplied by a non-zero scale factor called the projective depth: $\lambda_{\mathrm{ij}} \in \mathbb{R}^{N_{*} * N_{P}} \cdot P_{3 N_{I} \times 4}$ is the Motion Matrix, composed by the camera projection matrices $\mathrm{P}_{\mathrm{i}}$ in each view, and $\chi_{4 \times N_{P}}$ is the Structure Matrix composed by the 3 D points $X_{i}$ expressed in their homogenous form $X_{j}=(X, Y, Z, 1) \in \mathbb{R}^{4}$.


Figure 2. The Perspective Projection of the Scene into the image plane

## 4. Computation of the projective reconstruction

Let $\mathrm{F}_{12}$ be the fundamental matrix between the first and the second view, the projection matrices of these views can be expressed as follow [6]:

$$
\left\{\begin{array}{c}
P_{1}=(I \mid 0)  \tag{5}\\
P_{2}=\left(\left(e_{21}\right) \times F_{12}+e_{21} v^{T} \mid \alpha e_{21}\right)
\end{array}\right.
$$

Where $\left(e_{21}\right)_{x}$ is the antisymmetric matrix corresponding to the epipole in the second view. v is an arbitrary ( $3 \times 1$ ) vector and $\alpha$ is a non-zero arbitrary scalar. Once $\mathrm{P}_{\mathrm{i}}$ are obtained, one may retrieve the projective structure by triangulation [7, 19]. However, this is computationally expensive because it consists on the minimization of the reprojection error of 3 D points $\mathrm{X}_{\mathrm{j}}$ :

$$
\begin{equation*}
\min \left(\operatorname{dist}(x, P X)^{2}+\operatorname{dist}\left(x^{\prime}, \mathrm{P}^{\prime} \mathrm{X}\right)^{2}\right. \tag{6}
\end{equation*}
$$

Where dist $(a, b)$ is the Euclidean distance between $a$ and $b$.
Instead of minimizing (6) we prefer to use a simple method to first correct feature matches in order to have only correct matches $(\mathrm{x}, \mathrm{y}) \Leftrightarrow\left(\hat{\mathrm{x}}^{\prime}, \hat{\mathrm{y}}^{\prime}\right)$. Then we use the SVD decomposition to extract Xj from the corrected matches.

The first order correction of the measured points $x_{i j}=\left(x, y, x^{\prime}, y^{\prime}\right)$ is given by:

$$
\begin{equation*}
\delta_{x}=-J T(J J T)^{-1} \varepsilon \tag{7}
\end{equation*}
$$

And the corrected point is: $\hat{x}=x+\delta_{x}=x-J^{T}\left(J J^{T}\right)^{-1} \varepsilon$
In case of a matching defined by: $\hat{x}^{T^{\prime}} \hat{F x}=0$ the error is: $\varepsilon=x^{T^{\prime}} F x$ and the jacobian is:

$$
\begin{equation*}
J=\frac{\partial \varepsilon}{\partial x}=x\left[\left(F^{T} x^{\prime}\right)_{1},\left(F^{T} x^{\prime}\right)_{2},\left(F^{T} x\right)_{1},\left(F^{T} x\right)_{2}\right] \tag{8}
\end{equation*}
$$

Where $\left(F^{T} x^{\prime}\right)_{1}=f_{11} x^{\prime}+f_{21} y^{\prime}+f_{31}$, and so on for the other element of $J . f_{i j}$ are the elements of the fundamental matrix $F$ with $\mathrm{i}=$ $1,2,3$ and $\mathrm{j}=1,2,3$. In this case, the first order correction is:

$$
\left(\begin{array}{c}
\hat{x}  \tag{9}\\
\hat{y} \\
\hat{x}^{\prime} \\
\hat{x}^{\prime}
\end{array}\right)=\left(\begin{array}{l}
x \\
y \\
x^{\prime} \\
x^{\prime}
\end{array}\right)-\frac{x^{T^{\prime}} F x}{B}\left(\begin{array}{c}
\left(F^{T} x^{\prime}\right)_{1} \\
\left(F^{T} x^{\prime}\right)_{2} \\
(F x)_{1} \\
(F x)_{2}
\end{array}\right)
$$

Where:

$$
\begin{equation*}
B=(F x)_{1}^{2}+(F x)_{2}^{2}+\left(F^{T} x^{\prime}\right)_{1}^{2}+\left(F^{T} x^{\prime}\right)_{2}^{2} \tag{10}
\end{equation*}
$$

Let $\mathrm{p}^{1-3}$ and $\mathrm{p}^{\prime 1-3}$ be the three rows of P and $\mathrm{P}^{\prime}$ respectively. One can observe that:

$$
\left\{\begin{array}{l}
x p^{3 T} X-p^{1} x=0  \tag{11}\\
y p^{3 T} X-p^{2} x=0 \\
x p^{2 T} X-y p^{1} X=0
\end{array}\right.
$$

This can be written as:

$$
A=\left[\begin{array}{l}
x p^{3 T}-p^{1 T}  \tag{12}\\
y p^{3 T}-p^{1 T} \\
x^{\prime} p^{\prime 3 T}-p^{\prime 1 T} \\
y^{\prime} p^{\prime 3 T}-p^{\prime 2 T}
\end{array}\right]
$$

It's clear now that once A is obtained, X can be computed linearly.

Once getting X and P , the projective reconstruction $\left(P_{i}, X_{j}\right)$ can be optimized by minimizing the following criterion:

$$
\begin{equation*}
G=\frac{1}{2} \min \lambda_{i j}\left\|\hat{\lambda}_{b J} x_{i j}-P_{i} X_{j}\right\|_{F}^{2} \tag{13}
\end{equation*}
$$

The solution $J_{\text {init }}$ is used as the initial guess for an iterative optimization procedure to best estimate ë_ij. More concretely, the procedure is completed as follows: Given the data measurement matrix W and its singular value decomposition (SVD): $\mathrm{W}=$ $\mathrm{UDV}^{\wedge} \mathrm{T}$, we define the approximate matrix $\mathrm{W}^{\wedge}$ such as: rankd $\leq 4$ as follow:

$$
\mathrm{W}^{\wedge}=\mathrm{UD}^{\wedge} \mathrm{V}^{\wedge} \mathrm{T}
$$

Where $\widehat{D}^{\wedge}$ is obtained from $D$ by zeroing all its elements except the first four. In other words, $W^{\wedge}$ gives the best approximation among all matrices W whose $\operatorname{rank}(\mathrm{W}) \leq 4$ :

$$
\|\mathrm{W}-\widehat{\mathrm{W}}\|=\min _{\operatorname{range}(\mathrm{Y}) \leq 4}\|\mathrm{~W}-\mathrm{Y}\|
$$

Y is the set of approximate matrices W whose $\operatorname{rank}(\mathrm{Y}) \leq 4$

## 5. Camera Auto-Calibration and Metric Reconstruction:

### 5.1 Problem formulation

Equation (1) can be written in the Euclidean space as follows:

$$
\begin{equation*}
\mathrm{x}_{\mathrm{ij}} \cong \mathrm{P}_{\mathrm{Ei}} \mathrm{X}_{\mathrm{Ej}} \tag{14}
\end{equation*}
$$

Where $\cong$ means that the equality holds up to a scale. From (1) and (14) one can see that the projective reconstruction is related to the Euclidean one by an arbitrary $4 \times 4$ homography:

$$
\left\{\begin{array}{l}
P_{i}=P_{E I} H^{-1}, i=1, \ldots, m  \tag{15}\\
X_{j}=H^{x-1} X_{E j}, j=1, \ldots, n
\end{array}\right.
$$

Therefore, our problem can be stated as follow: Given the projective reconstruction ( $\mathrm{P}_{\mathrm{i}}, \mathrm{X}_{\mathrm{j}}$ ), computed in the previous section, the purpose of auto-calibration is to estimate the best homography $H$ that upgrades the projective reconstruction to a metric one. This is done through the determination of the camera intrinsic parameters, once they are computed, the homography H can be computed linearly.

### 5.2 The Absolute Dual Quadric:

The Absolute Dual Quadric $Q^{*}$ is a degenerate dual quadric represented mathematically by a $4 \times 4$ rank 3 homogenous matrix, its importance for camera self-calibration comes from the fact that it encodes both the plane et infinity $\pi_{\infty}$ and the absolute conic $\omega$ :

$$
\begin{equation*}
\omega_{i}^{*}=K_{i} K_{i}^{T} \cong P_{i} Q_{\infty}^{*} P_{i}^{T} \tag{16}
\end{equation*}
$$

$Q_{\infty}^{*}$ is the Absolute Quadric and $\omega_{i}^{*}$ is the Dual Image Absolute Conic (DIAC) [7]
It follows that $Q_{\infty}^{*}$ projects to the dual image absolute conic:

$$
\begin{equation*}
\omega_{i}^{*}=K_{i} K_{i}^{T} \tag{17}
\end{equation*}
$$

Given (16), constraints on $\omega_{i}^{*}=K_{i} K^{T}$ can be translated into constraints on $\mathrm{Q}_{\infty}^{*}$ using the projection matrices computed previously, thus can be computed in the projective reconstruction using constraints on $\mathrm{K}_{\mathrm{i}}$. We recommend the reference [7] (section 19.3 $\mathrm{p}-462$ ) for a thorough treatment of this operation.

Equation (16) can be used to retrieve metric measurements from a given projective reconstruction, however $\mathrm{Q}_{\infty}^{*}$ should be parameterized in a manner to enforce the constraints on $\mathrm{K}_{\mathrm{i}}$, an easy way to do this is by using a minimum parameterization of $\mathrm{Q}_{\infty}^{*}$, i.e. we put $\left(\mathrm{Q}_{\infty}^{*}\right)_{33}=1$ and compute $\left(\mathrm{Q}_{\infty}^{*}\right)_{44}$ using the rank 3 constraint.

$$
\mathrm{Q}_{\infty}^{*}=\left(\begin{array}{cc}
K K^{T} & -K K^{T} p  \tag{18}\\
-p^{T} K K^{T} & p^{T} K K^{T} p
\end{array}\right)
$$

Where p defines the position of the plane at infinity $\pi_{\infty}=\left(p^{\prime} 1\right)^{\prime}$

Using the above formulation of $\mathrm{Q}_{\infty}^{*}$, camera intrinsic parameters can be extracted by minimizing the following criterion:

$$
\begin{equation*}
\min _{K_{i}} \sum_{\mathrm{i}=1}^{\mathrm{n}}\left\|\frac{\mathrm{~K}_{\mathrm{i}} \mathrm{~K}_{\mathrm{i}}^{\mathrm{T}}}{\left\|\mathrm{~K}_{\mathrm{i}} \mathrm{~K}_{\mathrm{i}}\right\|_{\mathrm{F}}}-\frac{\mathrm{P}_{\mathrm{i}} \mathrm{Q}_{\infty}^{*} \mathrm{P}_{\mathrm{i}}^{\mathrm{T}}}{\left\|\mathrm{P}_{\mathrm{i}} \mathrm{Q}_{\infty}^{*} \mathrm{P}_{\mathrm{i}}^{\mathrm{T}}\right\|_{\mathrm{F}}}\right\|_{\mathrm{F}}^{2} \tag{19}
\end{equation*}
$$

Both elements in (19) should be normalized to eliminate the scale factor in equation (16)

### 5.3 The Multi-stage algorithm

Equation (19) is a nonlinear least square that requires an important stage of initialization, to do this, we will choose the first image center to be centered with the world coordinate frame, in this case we have: $\mathrm{P}_{1}=(\mathrm{I} \mid 0)$. Using this formulation the equation for the first view will be perfectly satisfied, unfortunately, the noise has to be spread over all frames of the sequence, and for this reason we propose to use this parameterization as an initial guess for a multistage algorithm to estimate the intrinsic parameters one by one:

The proposed auto-calibration algorithm is a multi-stage one; at each stage an internal parameter of the calibration matrix K is estimated and the output calibration matrix is used as an initial guess for the estimation of the next parameters. We will start by an initial estimation of the focal length, then compute the other parameters one by one and finally refine all of them at once. To start this, equation (13) will be minimized using the following approximations: assuming a camera with zero skew and the principal point in the image center:

$$
s=0 \text { and }\left(u_{0}, v_{0}\right)=\left(u_{c}, v_{c}\right)
$$

We will also assume a unit aspect ratio, thus we still have only one unknown parameter, i.e. the focal length.
The subsequent of the algorithm is summarized in table 5.1
The complexity of the algorithm in table 6.1 is $\mathrm{O}\left(\mathrm{N}_{\mathrm{I}}\right)$; where $\mathrm{N}_{\mathrm{I}}$ is the number of input images.
Once the intrinsic camera parameters are obtained, the pose of the camera (Rotation + Translation) and the $4 \times 4$ homography that upgrade the reconstruction from projective to metric (Euclidean up to a scale) can be easily computed using a classical linear algorithm.

Later on, the computed entities are used in a MVS algorithm to generate the 3D dense model of the scene. MVS methods take images with intrinsic parameters and pose estimation as input to produce dense 3D models with high accuracy.

### 4.4 Extraction of 3D dense model

MVS algorithms are based on the idea of correlating measurements from several images at once to derive 3D surface information. In the following, we present a brief description of the used MVS algorithm presented in [21] and used to derive the 3D reconstruction based on the computed camera parameters. Here an overlapping view clustering is designed. The goal of view clustering is to find (an unknown number of) overlapping image clusters $\left\{\mathrm{C}_{\mathrm{k}}\right\}$ such that each cluster is of manageable size and each 3D point can be accurately reconstructed by at least one of the clusters. Figure5.1 provides an overview of the algorithm.

The designed algorithm aims to satisfy the following three constraints:
1- Compactness: redundant images are excluded from the clusters
2- Size: each cluster is small enough for an MVS reconstruction.
3- Coverage: MVS reconstructions from these clusters result in minimal loss of content and detail compared to that obtainable by processing the full image set.

More specifically: the purpose is to optimize the set of images $\Sigma_{\mathrm{k}} \mid \mathrm{C}_{\mathrm{k}}$ in the output cluster into:

- Upper bound on the size of each cluster so that an MVS algorithm can be used for each cluster independently: $\forall \mathrm{k},\left|\mathrm{C}_{\mathrm{k}}\right|<\alpha$. Where $\alpha$ is determined by computational resources.
- Enforce the coverage of the 3D reconstruction as follow: a 3D point $P$ is covered if it's sufficiently well reconstructed by the cameras in at least one cluster $\mathrm{C}_{\mathrm{k}}$. More concretely, in order to measure the accuracy achieved at a 3D location by a set of images $C$, a function $f(P, C)$ is defined.
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Accordingly, a point is covered if its reconstruction accuracy in at least one of the clusters $C_{k}$ is at lease $\beta$ times $f(P, C)$ which is the expected accuracy obtained when using all of $P_{j}$ 's visible images $V_{j}$, i.e. is covered if:

$$
\max f\left(P_{j}, C_{k} \cap V_{j}\right) \geq \beta\left(P_{j}, V_{j}\right)
$$

Where $\lambda=0.7$ in the experiments. And $V_{j}$ is the visibility of the point $P_{j}$.

| Iteration | Intrinsic parameters to be estimated | Assumptions | Output Calibration Matrix |
| :---: | :---: | :---: | :---: |
| 1 | The focal length | $\begin{gathered} s=0 \\ \left(u_{0}, v_{0}\right)=\left(u_{c}, v_{c}\right) \\ r=\frac{f_{x}}{f_{y}}=1 \end{gathered}$ | $K_{1}=\left(\begin{array}{ccc}\tilde{f}_{x}^{(0)} & 0 & u_{c} \\ 0 & \tilde{f}_{x}^{(0)} & v_{c} \\ 0 & 0 & 1\end{array}\right)$ |
| 2 | The aspect ratio | $\begin{gathered} s=0 \\ \left(u_{0}, v_{0}\right)=\left(u_{c}, v_{c}\right) \end{gathered}$ <br> Use $K_{1}$ as initial guess | $K_{2}=\left(\begin{array}{ccc}\tilde{f}_{x}^{(1)} & 0 & u_{c} \\ 0 & \tilde{f}_{y}^{(1)} & v_{c} \\ 0 & 0 & 1\end{array}\right)$ |
| 3 | The principal point | $s=0$ <br> Use $K_{2}$ as initial guess | $K_{3}=\left(\begin{array}{ccc}\tilde{f}_{x}^{(2)} & 0 & \tilde{u}_{0}^{(0)} \\ 0 & \tilde{f}_{y}^{(2)} & \tilde{v}_{0}^{(0)} \\ 0 & 0 & 1\end{array}\right)$ |
| 4 | The focal lengths $f_{x}$ and $f_{y}$ | $s=0$ <br> Use $K_{3}$ as initial guess | $K_{4}=\left(\begin{array}{ccc}\tilde{f}_{x}^{(3)} & 0 & \tilde{u}_{0}^{(1)} \\ 0 & \tilde{f}_{y}^{(3)} & \tilde{v}_{0}^{(1)} \\ 0 & 0 & 1\end{array}\right)$ |
| 5 | Refinement of all parameters | $s=0$ <br> Use $K_{4}$ as initial guess | $K_{5}=\left(\begin{array}{ccc}\tilde{f}_{x}^{(4)} & 0 & \tilde{u}_{0}^{(2)} \\ 0 & \tilde{f}_{y}^{(4)} & \tilde{v}_{0}^{(2)} \\ 0 & 0 & 1\end{array}\right)$ |

Table 5. 1.Algorithm outline

## 5. Experiments

We have tested the proposed method on different datasets which were obtained from different databases on the web; we present here the results obtained from 2 images sequences.


Figure 5.1. The MVS clustering algorithm takes images, camera intrinsic parameters and poses estimation as input to generate the 3D model of the scene

Firstly we used a set of images, with low resolution, of the Old Town Hall [24] (figure 6.2). Secondly, a set of images with high resolution of the Topoi Lion scene [22] (figure 6.3) was used to confirm the good results obtained with the first set.

As input for the projective calibration phase; features had been detected and matched across all the input images. Based on the computed matches, the projective reconstruction was retrieved using the algorithm described in section 4 . Next, we used the computed projection matrices and projective 3D points as input guess for the non-linear optimization procedure described in section 5 to get the camera intrinsic parameters. Finally, using the computed intrinsic parameters, the dense 3D point cloud model of the scene is extracted using the Multi-View System described in the previous section.

The presented results in table 6.1 are the final results obtained after the fifth iteration of the multi-stage algorithm presented in table 5.1.


Figure 6.2. Some of the Old Town Hall images used for the test of the algorithm

|  |  | $\mathrm{f}_{\mathrm{x}}$ | $\mathrm{f}_{\mathrm{y}}$ | $\mathrm{u}_{0}$ | $\mathrm{v}_{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Frame 1 | Town | 2404.5 | 1121.6 | -2114.3 | -303.5 |
|  | Lion | 6.6610 | 6.4993 | -0.3773 | -2.285 |
| Frame2 | Town 1 | 2566.1 | 909.1 | -1158.6 | 1917 |
|  | Topoi | 5587 | 5.2419 | 0.0017 | -2.356 |
| Frame 3 | Town | 2567.1 | 1308.9 | -2718.8 | -381.8 |
|  | Topoi | 5.3842 | 4.6061 | -0.8287 | -3.046 |
| Frame 4 | Town | 2420.5 | 1123.2 | -2118.2 | -314.2 |
|  | Topoi | 5.9791 | 5.4461 | -0.4134 | -2.963 |

Table 6.1. The recovered focal lengths and principal point coordinates for the first four images of the sequence

The 3D points clouds of both scenes are presented in figures 6.4 and 6.5 respectively.
Software in [24] uses the computed camera parameters to generate the equivalent set oriented points, do the bundle adjustment of the whole data and finally output a polygon file containing the 3D structure of the scene. We used Meshlab to display the polygon file.

For the Topoi Lion scene, 122535 vertices had been obtained and 32286 vertices for the Old House Town scene.


Figure 6.3. Some of Topoi Lion images used for the test of the algorithm
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## 7. Conclusion and Perspectives

In this paper, we have presented a complete solution for the projective and metric upgrade of camera auto-calibration problem. Our algorithm deals with the case of varying intrinsic parameters and is consequently convenient for usage with the zooming/ focusing cameras.

For the success of the auto-calibration process and to ensure convergence to a global minimum at the end of the minimization process of equation (20), it's of utmost important to have an accurate initial guess at hand during the initialization stage of the optimization process of equation (20). To this end, a robust projective calibration algorithm was introduced that accurately estimate the necessary entities for the initialization stage.

In the experiments, we observed that the extraction of the 3D structure of the scene takes a long time and uses a lot of memory, mainly when using high resolution images. One may think in near future to deal with those problems by exploiting nowadays capacities of processors and memories. For this reason, we plan to implement the algorithm using the parallel programming concept. This will clearly reduce the execution time of the algorithm, and allow the use of high resolution images to get a denser model.


Figure 6.4. The recovered 3D dense structure for the Topoi Lion scene


Figure 6.5. The recovered 3D dense structure of the Old Town Hall scene
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