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ABSTRACT: The central challenge with computer security is  determining the difference between normal and potentially
harmful activity. A promising solution is emerging in the form of Artificial Immune Systems (AIS). These include the
theories regarding how the immune system responds to pathogenic material. This paper takes relatively new theory: the
Danger theory and Dendritic cells, and explores the relevance of those to the application domain of security and evaluating
on the Kdd’99 data.
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1. Introduction

Recently, Intrusion Detection Systems (IDS) have been used  in monitoring attempts to break security, which provides
important information for timely countermeasures. Intrusion detection is classified into two types: misuse intrusion detection
and anomaly intrusion detection. Misuse intrusion detection uses well-defined patterns of the attack that exploit weaknesses
in the system and application software to identify the intrusions. These patterns are encoded in advance and used to match
against the user behavior to detect intrusion.Anomaly intrusion detection identifies deviations from the normal usage
behavior patterns to identify the intrusion.

Artificial Immune Systems (AIS) are algorithms inspired by the behavior of the human immune system. The biological
immune system tries to protect the body from the attack of any invading pathogens like bacteria and viruses. AIS have been
applied to problems in computer security since their initial development in the mid-1990.

Artificial Immune Systems (AIS) have become an increasingly popular computational intelligence paradigm. Inspired by the
mammalian immune system, AIS seek to use observed immune components and processes as metaphors to produce systems
that encapsulate a number of desirable properties of the natural immune system. These systems are then applied to solve
problems in a wide variety of domains [03]. There are a number of motivations for using the immune system as inspiration for
data mining; these include recognition, diversity, memory, self-regulation, dynamic protection and learning Currently, the
majority of AIS encompasses two different types of immune inspired algorithms based on anomaly detection , namely
negative selection (T-cell based), and Dendritic cell algorithm [06][01].

2. The Dendritic Cell Algorithm – DCA

A recent addition to the AIS family is the Dendritic Cell Algorithm (DCA) implemented by Greensmith et al. [06]. DCA is
inspired by the function of the Dendritic Cells (DCs) of the innate immune system and uses principles of a key  novel theory
in immunology termed the danger theory described by Matzinger [Matzinger,02]. The danger theory suggests that the DCs

Immune-Inspired Algorithm for Network Intrusion Detection

Bennaoui Ameur1, Hachemani Rabeh2, Kouninef Belkacem3

Institut National des Télécommunications et technologie de l’information et la communication
Oran
Algeria
{ameur_bennaoui@yahoo.fr, hachemani@yahoo.com, bkouninef@ito.dz}



             Journal of  Information Security  Research    Volume 1   Number  3/4  September/December  2010               95

are the first line of defense against invaders and the response is generated by the immune system upon the receipt of
molecular information which indicates the presence of stress or damage in the body. The interested reader can refer to [6] for
a detailed description of the DCA.

3. Algorithm Overview

In this section we provide an overview of the operation of the algorithm tacked from [2]:

When viewed from a computational perspective, DCs are anomaly detector agents, which are responsible for data fusion  and
generating appropriate actions in response to the attack in the human body. In nature DCs exist in one of three states:
immature, semi-mature and mature. The initial maturation state of a DC is immature for sensing and processing three
categories of input signals (see Table 1) and in response produces three output signals. The three input signals can influence
the behaviour of DCs sensitivity.

The first two input signals are S1 and S2. S1 signal is derived from the detection of pathogens while S2 signal is generated
from the unexpected cell death due to damage of the tissue cells. The third input signal is S3 which is molecules released as
a result of normal cell death. During the immature lifespan stage, if the DC has collected majority of S3 signals, it will change
state to a semi-mature state and suppress the activation of the immune system. Conversely, cells exposed to S1 and S2 signals
transform into a mature state and can instruct the immune system to activate.

While in immature state, DCs capture the suspect entities (termed “antigen”) and combine them with evidence of damage in
the form of signals to provide information about how “dangerous” a particular protein is to the host body. Antigens collected
by the semi-mature DCs are presented in a “safe” context while antigens presented by mature DCs are presented in a
“dangerous” context. In terms of the algorithm, the DCA is a population based algorithm which performs anomaly detection
based on the indication of abnormality of the system by aggregating and performing asynchronous correlation of signals
with the suspect’s antigen. Signal processing occurs within DCs of the immature state. Each DC in the immature state
performs three functions as follows:

-To sample antigen by collecting antigen from an external source and transfers the antigens to its own antigen storage facility.

-To update input signals in which the DC collects values of all input signals present in the signal storage area.

-To calculate temporary output signal values from the received input signals, with the output values then added to form the
cell’s cumulative output signals.

The transformation from input to output signal per cell is performed using a simple weighted sum (Equation 1) described in
detail in [6][5]. These weights determine the value of the output and derived from preliminary observation that defines the
danger level of the input signals.

Oj = Σ (Wij *  Si ) ............Vj
i=1

3
(1)

Where:

    Wij is the signal weight

     Si is the input signal category (S1=PS, S2=DS and S3=SS)

     Oj is the output concentrations of one of the following signal:

j=1 costimulatory signal (csm)

j=2 a semi-mature DC output signal (semi)

j=3 mature DC output signal (mat).

In the algorithm, the signal values are assigned real valued numbers and the antigen are assigned as categorical values of the
object to be classified. The algorithm has three different stages, the initialization stage, the data processing and the analysis
stage.

-
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In the initialization stage, the algorithm generates DCs population where each cell is assigned a random “migration”
threshold. The input data forms the sorted antigen and signals (S1, S2 and S3) with respect to the time and passed to the
processing stage. Each DC performs an internal correlation between signals and antigen with respect to a specified time
window determined by the migration threshold, signals and antigen. To cease data collection, a DC must have experienced
signals, and in response to this express output signals. As the level of input signal experienced increases, the probability of
the DC exceeding its lifespan also increases. The level of signal input is mapped as a cumulative O1 value. Once O1 exceeds
a migration threshold value, the cell ceases signal and antigen collection and is removed from the population and enters the
maturation stage. Upon removal from the population the cell is replaced by a new cell, to keep the population level static.

A high concentration of  S1 and S2 increases the probability of immature cells to become mature cells while a high concentration
of S3 imposes the immature cells to become semi-mature cells. Therefore, if  O2 > O3 , the DC is termed “semi-mature” cell.
Antigen presented by a semi-mature cell is assigned a context value of zero. In contrast, O2 < O3 leads to a “mature” cell and
antigen presented by a mature cell is assigned a context value of one. The detection of anomaly is based on having more
mature cells than semi-mature cells in which the antigen in a mature context is detected. The pseudo code for the functioning
of a single cell is presented in Algorithm 1.

The final stage involves calculating an anomaly coefficient per antigen type - termed the mature context antigen value
(MCAV), once all antigen and signals are processed by the cell population, an analysis stage is performed. The derivation of
the MCAV per antigen type in the range of zero to one is shown in Equation 2.

Signal Name              Symbol                   Definitions

Pathogen                   S1=PAMP     A signature of abnormal
Associated                     behavior. An increase in this
Molecular      signal is associated with a high
Patterns      confidence of abnormality.
(PAMP)

Danger Signal          S2=DS A measure of an attribute which
increases in value to indicate an
abnormality. Low values of this
signal may not be anomalous,
giving a high value a moderate
confidence of indicating
abnormality.

Safe Signal              S3=SS A measure which increases value
 in conjunction with observed
 normal behavior. This  is a
 confident indicator of normal,
 predictable or steadystate system
behavior. This signal is  used to
 counteract the effects of PAMPs
and  danger signals.

Table 1. Signal Definitions

The closer this value is to one, the more likely the antigen type is to be anomalous. A threshold is applied to distinguish
between anomalous and normal type of antigen.

MCAVx =
Zx

Where MCAVx is the MCAV coefficient for antigen   type x, Zx is the number of mature context antigen presentations for
antigen type x and Yx is the total number of antigen presented for antigen type x.

Yx
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input: Sorted antigen and signals
(S1 = PS,S2 = DS,S3 = SS)
output: Antigen and their context (0/1)
Initialize DC;
For each cell in DC population
{
while CSM output signal (O1) < migration
threshold
{
get antigen;

 store antigen;
 get signals;
 calculate interim output signals;
 update cumulative output signals;

}
if semi-mature output (O2) > mature output(O3)
cell context is assigned as 0;
else
cell context is assigned as 1;
kill cell;
replace cell in population;
}

Algorithme 1.  Dendritic cell algorithm [Al-Hammadi,10]
4. KDD Dataset

KDD-99 Dataset The KDD-99 dataset is based on the 1998 DARPA initiative to provide designers of intrusion detection
systems (IDS) with a benchmark on which to evaluate different methodologies [8]. To do so, a simulation is made of a
factitious military network consisting of three target machines.

Additionally, there are three machines to spoof different IP addresses to generate traffic between different hosts. Finally, a
sniffer is used to record all network traffic using the tcpdump format. Normal connections are designed to reflect traffic seen
on military bases and attacks fall into one of five categories: (i) Denial of Service, (ii) User to Root, (iii) Remote to Local,(iv)
Data and (v) Probe..

Dataset          dos              probe          u2r         r2l         Total            Total Normal
label                Attack

10% KDD      391458         4107             52          1126       396,744          97,277

Corrected      229853         4166             70          16347     250,436          60,593
    (Test)

Whole            3883370       41102           52          1126       3,925,651      972,78
  KDD

Table 2.Components of Kdd99 Data
The KDD-99 data is composed of several components as seen in Table 1. Only the 10% KDD data is used for the evaluation
of the intrusion detection system.

5. Preprocessing

We manipulate 10% of the complete ensemble of data KDD’99, which corresponds to 494019 connections for training and
311029 connections for testing, each connection is represented by 41 attributes Figure.1.
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Figure 1. Example of kdd connections. (figure caption)

In the experiments , we are utilized 10% of the complete whole of data KDD’ 99, which corresponds to 494019 connections of
Training data and 311029 connections of testing data, each connection is represented by 41 attributes In our experiments we
will be interested only by knowing if a given connection is normal (don’t present any attack) or not (two classes problem). For
this case, we modified the data by grouping all the attacks to make only one class which we called “Abnormal”.

The dendritic cell algorithm requires that its inputs are categorized into three types or group of signals: PAMP, Danger and
safe (Table.3).

To adapt these connections to the inputs of this algorithm, we categorizes the attributes of each connection (41 attributes)
in three type or three groups of signals, signals PAMP having large an effect. For that, we based on the distribution of values
of each attribute in the two classes normal and abnormal in training data.

The figure .2 displays for each attribute the percentage of its values in the two classes (normal and abnormal).

The attributes having a large distribution in the abnormal class, that is having a great effect so that connection assigned to
the abnormal class, are considered as PAMP signals. And the attributes having a large distribution in the normal class are
considered as Safe signals, and the attributes having a distribution in the class abnormal relatively higher than the distribution
in the class normal are considered as danger signals, and the attributes having an equivalent distribution in the two classes,
are considered as Danger and Safe at the same time.

According to the distribution we grouped the attributes as following:
PAMP = {7, 8, 23, 24, 25, 26, 36, 38, 39}
Danger = {2,3,4,9,10,11,13,14,22,27,28,29,30,32, 33,34,35,36,37,40,41}
Safe = {1,2,3,4,5,6,9,10,11,12,13,14,15,16,17,18,19,22,31,33,34,35,37}

6. Results

To evaluate the performance of the DCA algorithm two indices are used: Detection Rate (DR) and False Alarm Rate (FA),

5,tcp,smtp,SF,959,337,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,1,1,0.
00,0.00,0.00,0.00,1.00,0.00,0.00,144,192,0.70,0.02,0.01,0.
01,0.00,0.00,0.00,0.00,normal.

0,tcp,http,SF,54540,8314,0,0,0,2,0,1,1,0,0,0,0,0,0,0,0,0,2,2
,0.00,0.00,0.00,0.00,1.00,0.00,0.00,118,118,1.00,0.00,0.01
,0.00,0.00,0.00,0.02,0.02,back.

0,tcp,http_443,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,114,2,
1.00,1.00,0.00,0.00,0.02,0.06,0.00,255,2,0.01,0.07,0.00,0.

Figure 1. The distribution of values of each attribute in the classes(normal, upnormal)
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computed as follow:

                  DR =

                                                                  FA =

TP: (true positive) is the number of anomalous elements identified as anomalous.
FN :( false negative) is the number of anomalous elements identified as normal.
FP: (false positive) is the number of normal elements identified as anomalous.
TN: (true negative) is the number of normal elements identified as normal.

Also we used the percent of correct classification (PCC) to evaluate the DCA for each attack type (DoS, R2L, U2R and
Probe).PCC was calculated for each class using the following formula:

PCC =

In our experiment we used the following parameters
• Number of cell in the populations : 09
• Decision threshold for MACV : 0.7
• Number of presentation of antigen to the denteritic cell: 16(each time we select 3 random attributes from the 3 type of
signals: PAMP, Safe and Danger)
• The weights used in the algorithm are:

TP
TP + FN

TP
FP + TN

 the number of element correctly classified
the total number of element

                       Csm            Semi Mature                   Mature
PAMP              4                        0                                  4
DANGER         2                        0                                  2
SAFE               6                         1                                 -3

Table 3. DCA Weights used in our experiments

The results of these experiments are summarized in the table. 4. The DCA give a well result

                                 Test data (10% Kdd)

          Detection Rate                           False alarm Rate

               90.39%                                        04 .26%

Table 4.  Detection rate and false alarm rate for 10% of
Kdd data (two classes: normal and abnormal)

In table.4, one can see that DCA algorithm yields the highest detection rate and the lowest false alarm rate and more detail can
be show in Table 5 .DCA has a the better classification of the normal connection (100%) and the abnormal connections
(90.38%).

Table.5 shows that connections Normal, Dos and Probing are well classified (100%, 96.46%, and 84.10%). What is not the
case of connections R2L and U 2R (6.72%, 17.14%),That is due to the fact that the proportions in the training data of the
attacks U2R and R2L are very few (0.22% for U2R and 0.23% for R2L ,Therefore the study which will be carried concerning



 100           Journal of  Information Security  Research   Volume  1  Number  3/4   September/December  2010

class will be weak and by consequences of false classifications of connections.

Normales               Anormale

Normal class           Normal                    100%                   0%(0)
(PCC=100%)                                           (60593)

                                  DoS                         3.53%                  96.46%
(229855)                     (8123 )                   (221732)

Abnormal               R2L (16345)                93.20%              6.79%
class       (15235)                   (1110)
(PCC=90.38%)
                                U2R (70)                       82.85 %           17.14 %

         (58)                       (12)

Probe (284)                   15.89 %     84.10%
          (662)       (3504)

PCC total    92.26 % (286951)

Table 5. Confusions matrix relative to 2 classes of connections
(normal, abnormal)

Table 6. Cell’s number and number of antigen presentation effect on the
DCA performance

The table.6 shows that the increase in cell’s number in the population and antigen presentation has an effect proportional
with the system performance. High number of cells in the population can reduces the incorrect classification rate (false alarm
rate) Figure.3, and the augmentation in number of antigen presentation can reduces the incorrect classification rate (false
alarm rate) and increases the correct classification (detection rate) Figure 4.

Finally we compared the performance of DCA (AP=16,cell number=13) with the works of authors Eskin and Günes [7] [4],who
used same the experimental data as those used in our study ,with the following methods :KNN (K nearest neighbor),SOM(self
organize map) and SVM(support vector machine) .

The DCA(Table 7) algorithm present low false alarm rate  compared to these methods, and present a detection rate similar to
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Figure 3. Effect of cell’s number (with antigen presentation=4)

Figure 4. Effect of antigen presentation number (with cells number=16)

Method            Detection rate               False alarm rate
    SVM                    98%                                   10%
    KNN                    91%                                     8%
    SOM                   89%                                    4.6 %
    DCA                    90.29%                               03 .62%

Table 7. DCA compared with others methods

SOM and KNN therefore the DCA has a better performance compared to SOM and KNN and has a similar performance
compared to SVM (low false alarm).

7. Conclusions

In this paper, we tested a recent approach inspired from the workings of dendritic cells in the immune system and based on
the correlation between environmental signals and the antigen presented to dendritic cells. The results obtained from the
evaluation data Kdd’99 are acceptable: a detection rate of 90.26% and a false alerts rate 3.62%. These results are comparable
with the most used classification methods (SVM, SOM and KNN).
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