## A New Representation of Image Through Numbering Pixel Combinations
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#### Abstract

A new way to represent Image consists in numbering all possible pixel combinations. Instead of defining it by a matrix of pixels, the number of the pixel combinations that corresponds to the given image is a unique identifier of this image. To store the image in a memory, we need only to write this number in a file. This new method has several intrinsic advantages such as compression and encryption.
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## 1. Introduction

In the last few decades the sharing of information throw internet has reached a large amount, the social network as facebook, twitter, google $+\ldots$, are the main source of multiple kind of information especially multimedia information as picture and video. Managing a big quantity of information has led to increase bandwidth, storage requirements and even security requirements, these requirements needs a new design for the existing techniques which allow processing and exchanging data quickly and safely. In the last few years some new approaches were developed employing new techniques such as prediction, transform coding, vector quantization, etc., these techniques have to compress data and at the same time represent it efficiently. In this paper we focus especially in the image data representation the proposed approach here is based on the following principles. First how to memorize efficiently [8] the combination of pixels of image and consequently precise a unique descriptor for each image this may have a good consequence for security. Two how to store this descriptor to achieve a better performance for the storage requirements.

Image with size $W \times H$ is defined by a matrix of $W \times H$ pixels. To store an image in a file, the most straightforward way is to write the number of columns and lines of the matrix in the file, then to write all $W \times H$ pixel values in the same file. If the image contains only gray values varying between 0 and 255 , each pixel is represented by 8 bits $=1$ byte. Let us suppose that the values $W$ and $H$ do not exceed $2^{16}=65536$. We need $2 \times 2$ additional bytes to write the values of $W$ and $H$. Thus the size of the image will be (4 $+W \times H) \times 8$ bits.

In this paper, we present a new way of defining an image. Instead of explicating the pixels and writing them in the file, we assign
a unique number of each combination of pixels. This number is referred to as "index" in what follows. Thus an image is nothing but a combination of pixels and this combination is numbered. This number is stored in the file with 4 additional bytes to write the size of the matrix ( $W$ and $H$ ). For brevity of notation and because it they present a small number, these 4 bytes will be ignored in what follows. It is worth noting that the size of the image is part of the header of any image file format (JPEG, TIFF, ...) [1] and is not specific to our method.

## 2. Proposed Approach

Let us consider the set of Images with $2 \times 2$ pixels ( $W=2$ and $H=2$ ): Pixel 1 to Pixel 4 as pointed out by Table 1. Each pixel may have a value between 0 and $255=L-1$. The number of combinations is $L^{W \times H}=256^{2 \times 2}$ since we have 4 pixels and each pixel may take 1 of $L(L=256)$ values. Since the total number of combinations is $256^{4}=2^{32}$, then index of any image is between 0 and $2^{32}$ -1 . To store this index in a file, we need between 0 and 32 bits, which is the size of the image file according to this new way of representing images.

On the other hand if we have to represent the image with matrix representation each pixel needs 8 bits and the total number of bits needed for the image is $4 \times 8=32$ bits. Thus, there is a reduction of the file size compared to the straight forward format (no compression). In this format 32 bits are required for any image with size $2 \times 2$ pixels, whereas for our new method 32 bits is the biggest memory size (most unfavorable case) required. Depending on the combination, $1,2,3 \ldots$ or 32 bits are required to store the image in a file. This is a first gain.

If the index has a low value, such as 11 , it is represented by a small number of bits ( 4 bits in the case of 11 ). We can choose the way of numbering the combinations so that to increase the compression rate. The compression rate is defined as the ratio of bits before compression to the bits after compression. Also the way of numbering may be used in protecting data (cryptography, watermarking and steganography) [2-6].

Thus, the compression ratio varies from (last combination):

$$
\min =\frac{W \times H \times \operatorname{roundup}\left(\log _{2}(L)\right)}{\operatorname{roundup}\left(W \times H \times \log _{2}(L)\right)}: 1
$$

| Index | Pixel 1 | Pixel2 | Pixel3 | Pixel4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 |  |
| 1 | 1 | 0 | 0 | 0 |  |
| 2 | 2 | 0 | 0 | 0 |  |
|  |  |  |  |  |  |
|  | $\cdot$ |  |  |  |  |
| 4421768 | 68 | 0 | 68 | 0 |  |

Table 1. All possible combinations for Image $2 \times 2$ pixels [7]

| Index | Pixel 1 | Pixel2 | Pixel3 | Pixel4 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 68 | 68 | 0 | 0 |
| 1 | 68 | 68 | 1 | 0 |
| 2 | 68 | 68 | 2 | 0 |
| - |  |  |  |  |
| 65025 | 68 | 68 | 255 | 255 |
| 65026 | 68 | 0 | 68 | 0 |
| - |  |  |  |  |
| 130051 | 68 | 255 | 68 | 255 |
| 130052 | 68 | 0 | 0 | 68 |
| - |  |  |  |  |
| 195077 | 68 | 255 | 255 | 68 |
| 195078 | 0 | 68 | 68 | 0 |
| - |  |  |  |  |
| 260103 | 255 | 68 | 68 | 255 |
| 260104 | 0 | 68 | 0 | 68 |
| - |  |  |  |  |
| 325129 | 255 | 68 | 255 | 68 |
| 325130 | 0 | 0 | 68 | 68 |
|  |  | - |  |  |
| 390150 | 255 | 255 | 68 | 68 |

Table 2. All possible combinations for Image $2 \times 2$ pixels Having 2 pixels with value 68
to (combinations 0 and 1 ):

$$
\max =W \times H \times \operatorname{roundup}\left(\log _{2}(L)\right): 1
$$

Some proprieties of the image can be used to further compress the image or to introduce new functionalities in data protection. For example, the histogram of a given image shows some properties of this image. The histogram points out the most frequent gray levels in the image. We can choose a way of numbering so that the combinations, including the most frequent gray levels with their respective frequencies, have lower indexes. Let us suppose the gray level $g$ (for example $g=68$ ) is repeated $G$ times $(G=2)$ in the images. Table 2 illustrates this case.

The number of possible combinations including $G=2$ pixels with gray level $g=68$ among $W \times H=4$ pixels is $C_{W \times H}^{G}(L-1)^{W \times H-G}$ $=C_{4}^{2} 255^{2}=390150 \sim 2^{19}$. Thus we need 19 bits instead of 32 . However, we should add to the header the fact that 68 is repeated 2 times. For this purpose we need $8+\log _{2}(W \times H)=8+2$ bits additionally. The gray level $(g=68)$ is expressed by 8 bits and its frequency $(G=2)$ is expressed by a maximum of 2 bits ( 4 pixels). The result is then 29 bits.

In general the number of bits is:

$$
\log _{2}\left(C_{W \times H}^{G}(L-1)^{W \times H-G}\right)+8+\log _{2}(W \times H)
$$

Thus the compression ratio is:

$$
C R=\frac{W \times H \times 8}{\log _{2}\left(C_{W \times H}^{G}(L-1)^{W \times H-G}\right)+8+\log _{2}(W \times H)}
$$

## 3. Generalizing result with larger Image

In the previous example we applied our method with only one pixel and we got reduction of size about $9.1 \%$, () which corresponds to a compression ratio of $32: 26$. With larger images with several frequent gray levels, the reduction of size may exceed $50 \%$.

The table below shows the experimental results obtained by the application our Method on the COIL-100* images library, we choose the most frequent 15 values of pixel instead of the most frequent one value of pixel

$$
\text { Index }=\prod_{i=1}^{15} C_{W \times H-\sum_{k=1}^{i} G_{k}}^{G_{i}}(L-i)^{W \times H-\sum_{k=1}^{i} G_{k}}
$$

| Image 1 |  | Image2 |  | Image3 |  | Image 5 |  | Image6 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| G i | Fi | G i | Fi | G i | Fi | G i | Fi | G i | Fi |
| G1 | 10307 | G 1 | 1316 | G 1 | 10921 | G1 | 7769 | G 1 | 6950 |
| G2 | 276 | G 2 | 671 | G 2 | 179 | G2 | 108 | G 2 | 488 |
| G3 | 78 | G 3 | 614 | G 3 | 169 | G3 | 104 | G 3 | 460 |
| G4 | 73 | G 4 | 557 | G 4 | 161 | G4 | 104 | G 4 | 406 |
| G5 | 65 | G 5 | 420 | G 5 | 157 | G5 | 101 | G 5 | 245 |
| G6 | 63 | G 6 | 286 | G 6 | 135 | G6 | 99 | G 6 | 179 |
| G7 | 61 | G 7 | 265 | G 7 | 124 | G7 | 99 | G 7 | 177 |
| G8 | 58 | G 8 | 234 | G 8 | 118 | G8 | 97 | G 8 | 172 |
| G9 | 51 | G 9 | 218 | G 9 | 102 | G9 | 96 | G 9 | 161 |
| G10 | 51 | G 10 | 200 | G 10 | 100 | G10 | 96 | G 10 | 133 |
| G11 | 49 | G 11 | 183 | G 11 | 98 | G11 | 96 | G 11 | 124 |
| G12 | 46 | G 12 | 164 | G 12 | 85 | G12 | 96 | G 12 | 105 |
| G13 | 45 | G 13 | 117 | G 13 | 74 | G13 | 95 | G 13 | 84 |
| G14 | 44 | G 14 | 114 | G 14 | 68 | G14 | 94 | G 14 | 80 |
| G15 | 43 | G 15 | 106 | G 15 | 66 | G15 | 94 | G 15 | 79 |

Table 3. The frequency of each Gray Level In all the combinations

| BN <br> $\mathbf{1}$ | 69918 | BN2 | 110159 | BN3 | 85889 | BN <br> $\mathbf{4}$ | 93845 | BN <br> $\mathbf{5}$ | 981 <br> 49 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{H 1}$ | 311 | H2 | 330 | H3 | 322 | $\mathbf{H 4}$ | 328 | H5 | 326 |

Table 4. The Bits Numbers and HeadersIn all the combinations

| Image i | Reduction <br> Rate $\mathbf{i}$ |
| :---: | :---: |
| Image1 | $\mathbf{4 6 , 5 5}$ |
| Image2 | $\mathbf{1 5 , 9 2}$ |
| Image3 | 34,39 |
| Image4 | 28,33 |
| Image5 | 25,06 |

Table 5. Compression rate forall the combinations


Figure 1. Histogram of the Compression rateof all the combinations
Here some experimental results

* Number of frequent gray levels $=15$
* $W \times H=16384$
* 1 Pixel is represented by 8 bits
* $g_{i}: 1 . .15$ : Gray 1 .. 15
* $f_{i}$ : Frequency 1 .. 15
* $H_{i}: 1 . .5$ : Header 1.. 5
* $C R_{i}: 1$.. 5 : Compression ratio 1.. 5
* $B N_{i}: 1 . .5$ : Bits Number $1 . .5$
and
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$$
C R_{i}=\frac{W \times H \times 8}{\log _{2}\left(\prod_{i=1}^{15} C_{W \times H-\sum_{k=1}^{i} G_{k}}^{G_{i}}(L-i)^{W \times H-\sum_{k=1}^{i} G_{k}}\right)+\sum_{i=1}^{15} 8+\log _{2}\left(\max \left(G_{i}\right)\right)}
$$

The figure below shows the variation of the compression ratio based on dimension of the image (L: 128-> 1024 and H: 128-> 1024).


Figure 2. The variation of Compression Ratio for Large Image

## 4. Conclusion

We presented a new way to represent images. It allows us to compress information and apply data protection namely cryptography, watermarking and steganography. We can use the histogram of the image to further compress the image.
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