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ABSTRACT

In today’s society, the moral development of college students is crucial for maintaining social stability and

growth, making it an urgent issue to address. To provide more practical information on moral development,

we utilize K-Means clustering technology to group users based on their preferences, enabling the provision

of more precise and valuable information. Firstly, the data is classified through a collaborative filtering

algorithm to ensure data comparability and determine user preferences. Based on this, an effective model for

recommending educational resources is created. Subsequently, the K-Means clustering algorithm is em-

ployed to develop a targeted recommendation process based on the specified objective function, yielding an

effective recommendation of educational resources. Through experiments, we have found that this approach

not only aligns well with the content of moral courses but also ensures that students are more engaged and

achieve good results in reality.
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1. Introduction

General Secretary Xi Jinping emphasized that the country’s development relies on the development of talents,

as well as national prosperity and stability, with higher education institutions being the crucial carriers of this

foundation [1]. Therefore, we should strive to cultivate talents who support the party and national leaders,

guiding their development with their personality and values. Currently, scholars are investigating the needs of

moral development among college students and exploring practical ways to implement them. Currently,

education in colleges and universities consists of three major courses: Marxism and Socialism with Chinese

Characteristics. The main difference lies in that the first two focus on cultivating students’ moral character to

achieve the goal of cultivating virtues, while the latter focuses on cultivating students’ moral standards to
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achieve a higher level of morality. To enhance the moral cultivation of college students and their sense of

social responsibility, we must integrate the concept and practical application of moral cultivation into the

curriculum. However, currently, the lack of practical moral cultivation courses and activities hinders the

work of moral cultivation [2]. In today’s dynamic society, we should seize opportunities, actively explore

more effective moral education models, strengthen the practice and activities of moral courses, fully tap and

cultivate college students’ moral qualities, actively explore and practice effective moral courses, and adopt

effective measures, such as the K-Means clustering algorithm, to provide personalized recommendations for

college moral courses, thereby better meeting the needs of college students’ moral cultivation [3].

2. Related Analysis

Personalized recommendations refer to providing relevant information tailored to users’ behavioral patterns

and browsing habits. Standard methods in personalized recommendation include collaborative filtering, as-

sociation rule-based recommendation, clustering algorithm-based recommendation, and hybrid recommen-

dation. In 1992, Goldberg et al. proposed the concept of collaborative filtering, which was first applied to the

Tapestry system for filtering emails and news for users, showcasing a new recommendation idea. The appear-

ance of the collaborative filtering algorithm has led to in-depth research by many scholars, making it the most

widely used recommendation algorithm in the field. Abroad, scholars have researched personalized recom-

mendation models for educational resources, mainly proposing four types: (1) Information Processing Type,

emphasizing guided teaching and students’ problem-solving through memorizing and understanding theo-

retical knowledge [4]. (2) Personalized Education Type, emphasizing active teaching patterns and providing

personalized, multidisciplinary content tailored to students’ developmental status [5]. (3) Cooperative Com-

munication Type, emphasizing group cooperation in teaching activities, further developing students’ autono-

mous exploration ability during cooperation and communication [6]. (4) Behavioral Control Type, proposing

program teaching patterns by constructing a reasonable disciplinary knowledge system, decomposing knowl-

edge into small units, and further developing “control teaching methods” [7]. In China, there are three types

of personalized recommendation models for education: (1) the Indoctrination Type, where teachers actively

impart textbook theoretical knowledge to students, thereby limiting the improvement of teaching quality and

the enhancement of student knowledge levels [8]. (2) Preaching Type, where teachers cannot accurately

understand students’ learning needs, possibly leading to misjudgments in students’ learning interests and

preferences, resulting in reduced teaching efficiency [9]. This study aims to address the current issues of poor

timeliness, single format, and limited effectiveness of education in colleges, actively explore college students’

new needs and changes based on mobile internet technology, and construct a personalized recommendation

model for college education with the support of the internet and big data technology [10].

3. K-means Clustering Algorithm

3.1 Principles of the K-means Clustering Algorithm
K-means Algorithm is considered an effective clustering algorithm, which originated in 1967 when mathema-

tician MacQueen used a k value to divide a set into k groups and adjusted the relationships between the groups

to improve the overall objective function of the groups. The K-means algorithm is characterized by its ease of

use and efficiency [11,12]. Its working principle is as follows: Firstly, the entire dataset is divided into k

clusters, and k feature values are used as starting points. Then, the remaining feature values are gradually

adjusted upward based on a certain Euclidean distance until the endpoint of the objective function is reached.
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This completes one iteration of the algorithm. In a Q-dimensional space SQ with a finite set X={x1, x2, ..., xn},

it is initialized and divided into k clusters, each containing C1, C2, ..., Ck. When each cluster contains n objects,

the clustering centers Z1, Z2, ..., Zk of the i-th cluster are determined. According to the expression of the

objective function, it is represented as formula (1).
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Here, the Euclidean distance refers to the relative distance between the j-th feature and the i-th cluster. The

steps of the K-means algorithm are as follows: First, select k features as the core of clustering from the finite set

x; based on the Euclidean distance, the distance between two objects can be determined, and they are sorted

according to distance for better comparison. According to formula (1), the clustering centers of the clusters

can be further defined, and then formula (2) is executed again to achieve the perfect result of the algorithm.

The K-means algorithm extracts K features from a large dataset, groups them, and then iteratively adjusts

these features to achieve the optimal distribution state [13,14]. Through the K-means algorithm, we can

cluster data with strong correlations into the same category while isolating data with less correlation. Figure

1 illustrates an example of the K-means clustering algorithm, which divides the data into three classes, with

each class having a clustering value K equal to 3. The ‘o’ represents the clustering core.

Figure 1. K-means Clustering Algorithm

3.2 Recommending Educational Resources Based on K-Means Clustering
By adopting personalized ways to specify learning content, we can not only provide students with abundant

learning materials but also give them opportunities for active learning. However, due to the vast amount of

learning materials, students find it challenging to select the most suitable learning content based on their

needs, which makes their learning process less efficient [15]. By leveraging users’ favorite features, we can

rank content from courses according to their specific values, providing more accurate recommendations. At

the same time, we utilize the collaborative filtering algorithm to ensure optimal results. Selecting the collabo-

rative filtering algorithm to establish the recommendation model for education resources involves two steps:

data behavior collection and similarity calculation [16]. In the data behavior collection of users, data diver-

sity needs to be ensured by collecting user preference data in various forms, constraining the data set within

[0, 1], and normalizing it. The similarity calculation is performed using formulas (2) and (3).
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In this formula, s and d refer to two points in the dimensional space, and f refers to the number of these two

points. a(s, d) represents their Euclidean distance. Through this distance, we can quantify the preference level

of users for specific educational resources and utilize the K-Means clustering algorithm to provide personal-

ized recommendations. By adopting the K-Means clustering technique, personalized recommendations can

be effectively realized by randomly extracting g groups from the user data and calculating the distances

between each group and the initial clustering centers. The objective function is set as:
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Where jk is a special category, and its squared difference is determined by the square root of ck, the square

root of which is determined by the square root of jk. Additionally, hj is another special category, and the

square root of the square root of hj affects its square root and, consequently, the square root of hj. If l is a

special category, then the square root of hj will affect its square root and, consequently, the square root of l. By

using the clustering algorithm, we can randomly extract a group of special categories from a set of special

categories as needed and make their square roots similar [17,18]. In this way, we can better provide the

content of courses.

4. Experimental Design and Analysis

4.1 Experimental Design
Through comparative testing, we found that both the hybrid recommendation method and the big data-based

recommendation method can effectively provide personalized educational resources. We used students from

the first to fourth year of a university as the test subjects. We extracted thousands of sets of educational

resources from the resource database to evaluate the recommendation effects of these two methods. To

ensure the reliability of the data, we randomly selected 1,000 students from universities in various provinces

across the country. We collected educational materials from the national resource database [19,20]. We

carefully selected thousands of data sets based on the teaching courses of different grades for reference. By

improving 80% of the samples, we can better measure the efficiency of the collaborative algorithm and test its

performance on these samples. This way, we can more accurately evaluate the efficiency of the collaborative

algorithm and predict its advantages and disadvantages. Through systematic simulation, we can accurately

estimate the satisfaction of target consumers when purchasing a specific item and compare it with the model

used to evaluate the model’s performance.

4.2 Experimental Results Analysis
Through clustering technology, we can effectively evaluate the performance of the algorithm to understand

its characteristics better, including clustering centers, clustering time, intra-cluster similarity, inter-cluster
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similarity, and clustering accuracy. “High intra-cluster object similarity and low inter-cluster object similar-

ity” are excellent clustering results, which can effectively divide objects into more reasonable categories.

Therefore, using cluster similarity as an effective method in indicator evaluation is very effective. Using the

MATLAB testing platform, we can recommend various educational resources for different stages of teaching at

multiple universities to achieve effective dissemination. To verify the effectiveness of each group of recom-

mendation methods, we connected them to three groups separately and tested their timeliness and complex-

ity, as shown in Figure 2.

Figure 2. Efficiency Differences of Three Algorithms over Time

Through the analysis of Figure 2, we can see that the efficiency and effectiveness of the KM algorithm are not

satisfactory, as both are inferior to those of PSO-KM. The efficiency and effectiveness of the latter are both

superior to the former. This can be attributed to the insufficient global search capability of the KM algorithm,

which tends to enter partial optimization, resulting in its efficiency and effectiveness being inferior to PSO-KM.

However, when the PSO-KM algorithm introduces particle swarm, its global search capability is enhanced, and

the movement of its particles becomes more random, resulting in significant improvements in search effi-

ciency and effectiveness, thereby significantly improving its overall performance. By incorporating chaotic

sequences into the calculation, we significantly enhance the overall search capability and cause the particles

to move in a more orderly manner. Compared to the PSO-KM algorithm, we completed the task more quickly.

Although this method is not optimal, we still believe it has high value in improving overall efficiency. Through

the K-Means clustering algorithm, we generated personalized recommendations of education resources for

1,000 students from the first to fourth year, and the results are presented in Figure 3. From the figure, we can

see that this method effectively integrates different types of resources and provides accurate recommenda-

tions, meeting the requirements of various education courses at different grade levels and possessing specific

practical value.
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Figure 3. K-means Algorithm Recommendation Results

Through systematic experiments, we found that utilizing collaborative filtering, clustering, and logistic re-

gression classification algorithms can significantly enhance the system’s accuracy, recall rate, and F1 score.

This finding provides strong support for the reliability and effectiveness of our algorithm. Through a 45-

minute actual investigation, we can more accurately evaluate the effectiveness of various recommendation

schemes and divide the respondents into multiple stages to better understand their preferences for these

recommended materials.

5. Conclusions

In recent years, personalized recommendation technology has developed rapidly, not only quickly and accu-

rately collecting a large number of personal needs but also becoming a mainstream technology in web data

analysis. Therefore, this paper focuses on exploring the collection, analysis, and personalized recommenda-

tion technology for addressing personal needs, thereby effectively overcoming the shortcomings of tradi-

tional web search technology. At the same time, it has been verified by relevant practices and demonstrated

good reliability and operability. By adopting clustering algorithms, this paper proposes a novel personalized

recommendation method for educational resources, ensuring the orderly progression of education for college

students and enhancing their ability to engage actively in education. The experimental results demonstrate

that this method can meet the needs of students across various university grades and accurately reflect their

educational interests, thereby achieving effective personalized recommendations. Although the time for this

study is limited, we still strive to explore various academic resources and assign specific names to them,

enabling us to better screen and recommend suitable courses, thereby providing more theoretical support for

future research.
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