
Bing Gao

Zibo Vocational Institute

Zibo, Shandong, 255300, China

zbvcgaobing@163.com

ABSTRACT

The legalization and structure construction of multi-modal green industry development is a crucial issue in

the current context of environmental protection and sustainable development. In this context, this paper explores

how to promote the development of green industries by establishing sound legal and institutional systems.

Measures such as formulating relevant regulations, strengthening environmental supervision, promoting

environmental certification, enhancing talent cultivation, and advancing green procurement are proposed.

By improving relevant policies and regulations and strengthening the regulation of various green industries,

this approach effectively incentivizes their healthy, stable, and efficient operation, thus achieving dual

sustainability in the economic, social, and environmental domains. Additionally, it contributes to enhancing

China’s competitiveness and influence in the global environmental protection field.
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1. Introduction

As global environmental issues become increasingly severe, developing green industries has become a common

concern for governments and enterprises worldwide [1]. The development of green industries can not only re-

duce environmental pollution and damage but also promote sustainable economic development. However, due

to environmental costs and technological limitations, many enterprises find it challenging to implement ecologi-

cal measures and engage in green industries voluntarily. Therefore, governments and relevant authorities must

promote green industry development by establishing a sound legal and institutional system. Developing green

industries requires adopting environmental technologies and measures, which often entail high investment costs

and technological requirements [2]. In some areas, the market demand for green products is insufficient, lead-

ing to enterprises lacking enthusiasm for engaging in green industries. In certain regions and fields, there is
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 relatively low public awareness and understanding of environmental issues, which also affects the development

of green industries. The development of green industries involves multiple disciplines, such as environmental

science, economics, political science, etc. Hence, interdisciplinary research and collaboration are needed to ad-

dress various issues in the development of green industries comprehensively. In this regard, big data multi-

modal algorithms can address these challenges and contribute to the legalization and structure construction of

green industry development. Multi-modal algorithms are algorithms that simultaneously process multiple types

of data or features, such as sound, images, and text data. Common multi-modal algorithms include deep learn-

ing, which uses multi-layer neural networks to simulate the human brain’s learning process, thus achieving

automatic feature extraction and classification [3]. Ensemble learning combines multiple models to improve

performance. Convolutional neural networks use convolutional layers to extract image features, enabling image

classification and recognition. Cross-modal algorithms involve processing data of one modality mapped onto

another modality’s data, such as image data onto text data for processing. Therefore, it can be said that cross-

modal algorithms belong to a subset of multi-modal algorithms. These multi-modal algorithms can simulta-

neously process multiple data types or features, providing more comprehensive and accurate decision support.

In summary, the research background for the legalization and structure construction of multi-modal green in-

dustry development includes constraints in environmental technology and costs, uncertainties in policies and

regulations, insufficient market demand, low ecological awareness and social cognition, and the necessity of

interdisciplinary research and collaboration. These background factors provide direction and focus for research,

contributing to the healthy development of green industries.

2. Related Work

With the development and deepening of technology applications, data acquisition and utilization are constantly

changing. Multi-modal data fusion technology is becoming an increasingly important data processing method

[5]. By integrating data of different types and from different sources, multi-modal data fusion can provide more

comprehensive and rich information, offering more substantial support for the legalization and structure

construction of green industry development. In the field of multi-modal research, previous researchers have

conducted valuable studies and explorations. Ugwu et al. proposed a multi-modal biometric feature fusion method

based on Independent Component Analysis (ICA). This method first preprocesses and extracts features from

each modality’s data, then uses the ICA algorithm to fuse the features of different modalities and recognizethem

through classifiers. The results show that this method achieves high accuracy and robustness in multi-modal

biometric feature recognition tasks [6]. Altay et al. presented a deep learning-based multi-modal emotion

recognition method. This method uses Convolutional Neural Networks (CNN) for feature extraction and

classification of speech and facial expression data and Support Vector Machines (SVM) for text data classification.

The results demonstrate high accuracy and generalization performance in multi-modal emotion recognition

tasks [7]. Abarajithan et al. proposed a joint learning-based multi-modal image classification method. This method

uses CNN for feature extraction and classification of image data and uses joint training to combine and fuse

features from different modalities. The results indicate high accuracy and robustness in multi-modal image

classification tasks [8]. Lakshmi et al. introduced a multi-modal image classification method based on sparse

coding. This method uses sparse coding algorithms for feature extraction and joint coding of different modalities’

image data and uses classifiers for classification. Experimental results show good accuracy and generalization

performance in multi-modal image classification tasks [9]. Sokhangoee and his team developed a new multi-

modal image search technology based on autocorrelation matrices, which can effectively search various modalities

of data, achieving more accurate search results. The results demonstrate good accuracy and recall rate in multi-

l
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modal image retrieval tasks. These literature examples illustrate the applications and challenges of multi-

moda algorithms in different fields [10]. Their research directions include multi-modal biometric feature

recognition, emotion recognition, image classification, image retrieval, etc. The commonality among these

methods is that they simultaneously process multiple types of data or features and fuse and classify them using

different algorithms. These methods are essential in improving recognition accuracy, robustness, and

generalization performance [11,12]. Furthermore, with the development and application of deep learning

technology, many deep learning-based multi-modal algorithms have emerged in recent years, such as deep

co-representation learning, multi-modal autoencoders, etc. These algorithms achieve applications in various

fields, such as speech recognition, image classification, legalization and structure construction of green industry

development, etc., by learning joint representations and similarity measures between multi-modal data [13].

In conclusion, multi-modal algorithms constitute a field full of challenges and opportunities, with a wide range

of applications in computer vision, speech processing, biometric recognition, emotion computing, and many

other fields. With technological progress, the application scope of multi-modal algorithms continues to expand,

and their complexity and intelligence are continuously enhanced, providing more comprehensive, accurate

decision support and legal guarantees for the development of green industries.

3. Multi-Modal System

3.1 Multi-modal Pretrained Models
Multi-layer transformers are widely used in many current multimodal pre-trained models (MM-PTMs). The

input of each modality is first extracted into feature embeddings by independent encoders and then interacts

with other modalities [14,15]. Based on the multi-modal information fusion, there are two types of MM-PTMs:

single-stream and cross-stream. We will present these two architectures separately. In the single-stream

architecture, multi-modal inputs, such as images and text, are processed and fused equally in a unified model.

Single-modal features extracted from each modality are tokenized and concatenated to serve as inputs to the

multi-modal transformer for fusion, as shown in Figure 1. In the transformer, the Multi-Head Self-Attention

(MHSA) mechanism is typically used to interactively fuse single-modal features, which are then output from

the transformer’s class token as multi-modal fusion features.

Figure 1 presents the single-stream pre-trained multi-modal model architecture. In the cross-stream archi-

tecture, different modalities’ features are extracted in parallel by independent encoders and then aligned

through self-supervised contrastive learning. The pre-trained model before training obtains aligned single-

modal features rather than fused multi-modal features [16]. The multi-modal fusion features are obtained by

concatenating the single-modal features and inputting them into a Multi-Layer Perceptron (MLP) for pretraining

target learning.

3.2 Pre-trained Model Algorithms
The design of learning objectives is a crucial step in multi-modal pre-training. The following learning objectives

are currently proposed, including contrastive loss, generative loss, etc. The contrastive loss (CS) function

usually constructs positive and negative training samples, which have been widely used in multi-modal tasks.

For example, CLIP and ALIGN use contrastive learning loss for training. The authors of VinVL use a three-way

contrastive loss for pre-training, replacing the binary contrastive loss used in the Oscar model. The contrastive

loss is defined as shown in Formula 1.
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Figure 1. Architecture of Single Stream Pre-trained Multimodal Model
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Due to the explicit or implicit alignment relationship between different modalities, the Modality Matching

Loss (MML) has been widely used in large multi-modal pre-trained models. Positive and negative image pairs

are extracted, and the model is trained to predict whether the given sample pairs are aligned (predict the

matching score). Unlike conventional negative image-text pairs, image-text matching is designed with hard

negative images by selecting the highest TF-IDF similarity (i.e., ITM-hn).

3.3 Masked Language Framework
Masked Language Modeling (MLM) is another widely used pre-training objective, where researchers usually

randomly mask and pad input words with special tokens. Surrounding words and corresponding image regions

serve as references for predicting masked words. The SIMVLM is trained using Prefix Language Modeling

(PrefixLM), which conducts bidirectional attention on the prefix sequence and autoregressive decomposition

on the remaining tokens. These words are denoted as w = {x1, ···, xK}, and image regions are denoted as v = {v1,

···, vT}. For MLM, the input word xm is masked with a masking index m with a certain probability p%. The

optimization objective is to predict the remaining words x¬m of the masked word based on all image regions

v, by minimizing the negative log-likelihood value, as shown in Formula 2.
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3.4 Masked Object Classification
Masked Object Classification (MOC) mainly masks visual images with zero values. Then, the labels predicted by

the object detector are often taken as the ground truth labels. This pre-training objective is widely used,

similar to MLM, where image regions can be masked by masking their visual features with p% probability. The

goal is to predict the object category im of the masked image region v. The encoder output im of the masked

image region v is fed into a fully connected (FC) layer to predict scores for T object classes, which are further

transformed into a normalized distribution g(v) through a softmax function. The final objective for im is as

shown in Formula 3. Additionally, the Action Prediction (AP) objective is to evaluate whether the agent

developed for Visual Language Navigation (VLN) can accurately select the correct action based on the current

image and instruction. XGPT uses an Image-Conditioned Denoising Autoencoder (IDA) with attention matrices

to align bottom-level image-text pairs. Even without the previous length of masked fragments, IDA can

reconstruct the entire sentence successfully. The Attribute Prediction (AttP) is used to recover the masked

markers of attribute pairs. ERNIEViL uses Relationship Prediction (RelP) to predict the probability of recovering

masked relationship tokens for each masking relationship token.
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4. Experimental Design and Analysis

4.1 Experimental Design
This study aims to comprehensively evaluate the production, consumption, and environmental aspects of the

green industry and its related indicator system to delve into the sustainability of green development. Through

comparative analysis, we found that a comprehensive indicator system can better reflect the actual situation and

demonstrate its overall characteristics. To ensure its effectiveness, we should select indicators based on five

basic principles: scientific, comprehensive, practical, flexible, systematic, and autonomous. Based on relevant

research and information, we have formulated a comprehensive green development catalog, which includes

three main parts: ecological construction, economy, and human social technological progress. To this end, we

have developed a set of 19 different, carefully designed, and realistic evaluation indicators. Through rigorous

review and testing, we found significant deviations in each unit’s indicators, which can better identify and measure

different evaluation subjects, thus making more objective choices and ensuring the accuracy of measurements.

At the same time, the evaluation indicators were assessed in our model. In today’s society, we must recognize

that innovation is crucial for achieving green development. Therefore, we must combine the two to make our

green industry more dynamic and always adhere to innovation-driven and sustainable development principles,

thus achieving true green development. To better evaluate the development of the green industry, we divide it

into three basic levels: production, consumption, and environment. Among them, we also emphasize some

indicators, such as the number of patents granted, which reflect the level of industrial development and aim to

promote the healthy development of the industry.

4.2 Experimental Analysis
After calculations, the standard deviation of the energy consumption elasticity coefficient is only 0.269, indicating

that this value is relatively low among all indicators, suggesting that the discriminatory power of this indicator is

weak. Even though it has significant theoretical significance, its influence on ranking is not substantial for several

units. Therefore, it can be discarded to construct a green industry evaluation indicator system consisting of 18



dline.info/jnt 14

Journal of  Networking  Technology Volume 16 Number 1  March  2025

indicators to reflect the actual situation better. By comparing the loss functions in Figure 2, we can conclude.

After running the evaluation indicators in the model, an error analysis of the modeling results was also conducted.

Figure 2. Comparison of Loss Functions

The effectiveness of the heterogeneous network model transfer method was tested by comparing it with the

results of the subsequent two experiments. In the eight experiments, when the training loss becomes small and

stabilizes, the model has essentially converged after approximately 3000-4000 iterations. In this experiment, we

utilized the L1-SOFT-P method to optimize the multi-modal model transfer shear rate. We used the softmax

layer as the feature constraint layer and parameterized L1 to train the dual-stream CNN. We only transferred the

features of the target domain branch model to achieve the best model transfer effect. We applied model pruning

operations before transferring the target domain branch model to the target domain. The model was pruned

according to different pruning rates, and its relevant parameters were adjusted to obtain the final experimental

results. Due to the large number of rows in Figure 2, we used two different styles of short dashed lines and long

dashed lines for better expression of the experimental results. The short dashed lines indicate that the transfer

effect significantly decreased after pruning, while the long dashed lines indicate that the effect remained

unchanged. This was done to facilitate a better understanding of the experimental results. As shown in Figure 3,

the transfer effect was significantly improved when using solid line pruning technology. The model pruning

operation increased the model transfer effect by approximately three percentage points.

Figure 3. Experimental results of model shear rate



dline.info/jnt            15

Journal of  Networking  Technology Volume 16 Number 1 March  2025

5. Conclusions

Through a detailed study of the 19 indicators, we have created a new evaluation indicator system that accurately

measures the level of green industry development. Its unique identification capability provides us with a

complete and up-to-date evaluation standard, enabling us to assess and guide the development of the green

industry effectively. This system includes three main parts: production, consumption, and environment. The

evaluation indicator system embodies the concept of ecological civilization and green development in current

society and helps us formulate better and implement policies related to the green industry. By adjusting the

values of each indicator accordingly, we can more intuitively represent the differences between them and

better interpret the significance of these indicators. We also compare the weights after two adjustments to

demonstrate the effectiveness of this system. Through vivid descriptions, the development trends of different

indicators are clearly shown. This provides excellent help and advantages for legalizing and institutionalizing

green industry development.
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