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ABSTRACT: Sets may be ordered, unordered, or partially ordered. Amongst partially ordered sets (posets), if the relation
between the ordered elements is one of > then this is a standard poset, but if the relation between the ordered elements is one
of >then this is called a strict poset. It is the author’s contention that many strict posets exist implicitly: for example, most
examples of preference ordering are actually only partial orders, since one may easily rank one’s most-favorite and least-
favorite of anything, but of all that is inbetween, there has probably not been formed a complete total ordering. Furthermore,
even if there was a complete total ordering, the solicitation of the preference order information often results in only a partial
order being known: for example, it is easier to ask “which of these two do you like better’” than it is to ask “please rank all
of these from most favorite to least favorite™ for large sets. Additionally, preferences change over time, and as a result, finding
and identifying which piece of ordering information is now invalid is a challenge for a variety of reasons. This paper seeks to
identify some initial possibilities for remedying and meeting that challenge.
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1. Introduction

In this paper, we introduce the phenomena of dynamic implicit strict partially ordered sets. After defining them and the primary
problem associated with them that we are interested in, we provide some preliminary results into the investigation of this
problem.

1.1 Definitions
Let S be a set.

We say that S is a partially ordered set with respect to a relation r if r defines a (possibly empty) ordering between some elements
of S but possibly not between other elements of S. We will be refering to relations as sets as well, since they are sets of the
ordered pairs for which the relation holds, and thus we will be using relations in set operations as well.

For an example of a total ordering, the set of integers with respect to the relation >is a total ordering, since between any two
different integers x and y, either x >y ory > x.

For an example of an unordered set, consider the set of colors with respect to the relation “earlier”. Since we can not say that “red
is earlier than green” we must conclude that the colors are unordered with respect to this relation.

For an example of a partially ordered set, consider what happens when one takes a deck of playing cards and tosses them into
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amessy pile in the middle of a table. Consider the relation “is on top of”” with respect to the playing cards in that messy pile. For
some cards, we may be able to say “this card is on top of that card”, but for other cards, we may not be able to say that. Thus,
this is an example of a partially ordered set.

Amongst partially ordered sets (sometimes called posets), the relation between the ordered elements is often one of >. When
the relation between the ordered elements is one of > then this is called a strict poset.

For more coverage of posets, see [1].

In a complete total ordering, the solicitation of the preference order information often results in only a partial order being known:
for example, it is easier to ask “which of these two do you like better” than it is to ask “please rank all of these from most favorite
to least favorite” for large sets. One may easily rank one’s most-favorite and least-favorite of anything, but of all that is in-
between, there has probably not been formed a complete total ordering. Thus, most examples of preference ordering are actually
only partial orders, and given the many forms of preference ordering, we can see that many strict posets exist implicitly. These
two characteristics, that the solicitation of the ordering information within these strict posets will only

involve partial gathering of the ordering relations, and that these strict posets exist implicitly, are the two characteristics that the
author will use to define an implicit strict partially ordered set.

Additionally, preferences change over time, and as a result, finding and identifying which piece of ordering information is now
invalid is a challenge for a variety of reasons, the main one of which is that there is lack of knowledge of which piece of ordering
information changed due to the fact that there is only partial gathering of the ordering relations. This paper seeks to identify
some initial possibilities for meeting that challenge.

1.2 Problem Statement

Attime t, r(t) defines a total ordering on set S. At time t, we are randomly given x = r(t) through a function f(t). Attime t +1, r(t
+1) now may differ from r(t) through some small adjustment such that |r(t) w r(t +1)| < k where < is the symmetric difference and
k is some small positive integer constant. Note that we may have |r(t) w r(t +1)| =0

The problem is to create the largest and best possible approximation of r(t) given the orderings that f(t) has given us, for each
t from when we began (t =0) until now (t=t_ ).

(Note that if k =0 then the solution is trivial, since one would need to merely wait long enough before f(t) would give us all of the
elements of an unchanging r(t). Thus, we must assume k > 1.)

Before finding a largest and best possible approximation of r(t), let us define more precisely what we mean by “largest” and
“best”.

Let us denote our approximation to r(t) by a(t).

By largest we mean with |a(t)] maximal. Note that |a(t)| is bounded by |r(t)| if we know |r(t)|, and if we don’t know |r(t)|, then |a(t)|
is bounded by the upper bound on |r(t)| that we can infer from |S|. By best we mean two things, namely, |a(t) ~ r(t)| being maximal
and |a(t) w r(t)| being minimal, where ~ is intersection.

2. Hypothesis

If we model our knowledge of S and a(t)with a directed graph G in which each element of S is a vertex, and each ordering between
two elements becomes a directed edge, then at each time t we are given another directed edge to add to G, and we can keep on
doing this until such time as we obtain a directed cycle. Clearly, a directed cycle is an indication that there is some out-of-date
information present. In response to encountering a directed cycle, one reasonable conclusion might be to discard the oldest
piece of ordering information that we have that contributes to this cycle. To do this, it means that we must label each directed
edge with the time t at which we added it to our graph G. Note that each edge will have a unique label as a result of the fact that
we add the edges to the graph one-at-a-time.

Given that we have enountered a directed cycle that was formed by the addition of the most recent edge that we have
encountered, finding the oldest piece of ordering information within that cycle would merely involve traversing the cycle.
Unfortunately, however, it is entirely possible that we might have multiple cycles that all overlap on the new directed edge
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that was just added. These multiple cycles might overlap in multiple other ways as well, resulting in a potential combinatorial
explosion if we were to try to traverse all such possible cycles. Thus, we need something more efficient than traversing all cycles
that involve the new edge that was just added.

Let us say that the newest edge was e =(t, s). Since this completes a cycle, this means that there is at least one (possibly many)
paths from s to t within the G that corresponds to a(t). Our goal is to find a way to cut the oldest edge in the paths from s to t.

One approach that comes to mind would be to consider the subgraph B induced by the paths from s to t and to apply a min -cut
[2] algorithm to this, using the time labels of the edges as weights. Unfortunately, this yields one problem: we don’t necessarily
want the minimum cut, rather we want the cut for which the maximum value is minimum. In other words, a small cut that has one
newer element is worse than a larger cut that consists of a large number of older elements. (This approach favors the “largest”
criterion over the “best” criterion, and this problem that we mention with regard to this approach is that perhaps we want to
value the “best” criterion over the “largest” criterion.)

Taking this into consideration, we consider another approach: let us consider B’. where B’. is like B but with the following two
modifications: (1) add in a new vertex v and edges connecting v to s and v to t and (2) also make this an undirected graph. If we
are to focus on the goal of “best” then we can start with the tree formed by the two edges (v, s)and (v, t)and then greedily add new
(greatest timestamp) edges to that tree that would not form a cycle so as to form a maximum spanning tree of B”. (this can be done
by taking many minimum spanning tree algorithms and merely modifying them to be maximum spanning tree algorithms instead
[2]) (maximum by sum of tim estamps). Take this maximum spanning tree of B’. and remove v and its incident edges and the
resulting graph will have a cut C between the component of the tree that includes s and the component of the tree that includes
t. The edges on this cut C will be the oldest edges (if there was another cut with older edges, then one of the edges in C would
have been chosen to be part of the maximum spanning tree instead because of the fact that the algorithm for choosing edges was
greedy) which is precisely what will satisfy our desire for the “best” criterion.

It is our hypothesis that the spanning tree approach described in the previous paragraph is better (according to the “best”
criterion described above) and that the min-cut approach described prior to that is “larger” according to the “largest” criterion
described above.

3. Experiment

To test the previously mentioned hypothesis, these two approaches were implemented in a computer program (contact
author for further details) and then run on random permutations with random neighboring elements in those permutations
being swapped every time unit (and thus k =2).

4. Implementation

The implementation of the min-cut approach used the probablistic approach given in [3]. The implementation of the spanning
tree approach used a greedy approach that added edges in order of increasing age and ignored those that would cause cycles
(contradictions in ordering information).

5. Results

For initial total orderings of 100 elements, with permutations occurring every time unit, and running these approaches for 101
time units (time stamps ranging 0 to 100 inclusive), both algorithms yielded the same results every time, for ten times, with the
results as given in Table 1.

Each time r and f were determined, and then the two algorithms were run with f as their input.
6. Conclusion
As was mentioned, there was no noticeable difference between the two algorithms of seeking the “best” versus the “largest”.

It is possible that this may be shown with larger data sets, and especially those for which there are multiple possible cuts, given
that the min-cut approach that was chosen was a probabilistic approach.
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lal | lamrl | far
100 | 97 3
100 | 100 0
100 | 98 2
101 | 101 0
101 | 101 0
101 | 100 1
99 99 0
101 | 101 0
100 | 100 0
101 | 99 2

Table 1. Results of Experiment

These two algorithms were largely able to get an approximation that was rather good, sometimes have no incorrect information
(quite possibly because f may not have sampled from any information that changed over time), and sometimes having only a
very small amount of incorrect information (3 out of a 100).

Futhermore, as you can see, it wasn’t often that contradictions were discovered and eliminated in these circumstances. If no
contradictions were discovered, then |a| is the number of timestamps involved, which was the case in half of the trial runs. The
greatest number of edges needing to be removed in order to resolve contradictions was 2 as can be seen in the fact that one run
had |a] =99.

7. Future Work

Having identified the problem and begun to find possible solutions to this problem, our future work would include, not
necessarily in this order:

« determining the likelihood that directed cycles formed as outlined in this paper will have multiple cuts
» determining a metric for measuring the amount of order within a strict poset

« determining appropriate data structures with which to represent a(t)so as to have minimum complexity with regard to the
addition of a new edge with the passing of time

* developing a robust reference implementation that uses those data structures

» given the data structures that would be suitable, identifying the best way to parallelize the appropriate algorithms to work with
those data structures

* developing a reference parallel implementation
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