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ABSTRACT: A node cannot communicate with others due to the network partition. The network partition can occur when
the nodes are separated by themselves as groups with a critical link/ node fails. In this paper, I proposed a new routing model
for mobile ad hoc networks to detect the critical link and network partition. In order to predict the network partition/critical
link, the proposed model uses the information like the node location and node signal strength. The proposed model has been
simulated using NS-2.334 with the help of 100 nodes. It has been compared with the reference-point-group-mobility model
and reference-velocity-group-mobility model in terms of node density, size of network partition and number of active nodes
participating in the network. The simulation results are proved that the proposed model has reduced the average number of
network partition sizes. It increases the average number of active nodes participating in the network.
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1. Introduction

Mobile Ad hoc Networks(MANETs) are formed by the mobile nodes without having the fixed infrastructure. In the MANET,
each node performs as a host as well as router to forward the packets. The mobile devices(laptops, PDAs, sim-computers) are
used to transmit the data from one node to another. These devices forward the data packets independently in the network. The
mobile node is adjustable based on the local conditions[1]. The nodes can move from one location to another location. The
nodes are transmitted data packets through the wireless links in the MANET. The nodes frequently change their locations from
time to time over the network[2]. The network may be partitioned due to the node mobility, node failure, link failure, shortage of
battery power or physical damage of the node. The network will divide into a number of partitions. Once the network is
partitioned, it is difficult to communicate with other nodes. The network partition will reduce the quality of service and also
makes the service unable to the end-users over the network. In the MANET, each node may not be communicated with other
nodes if the node density is low and the node is out of coverage[3]. Some of the projects[4]-[5] attempted to improve the
communication systems without network partition problems. Park et al.[6] proposed a Temporally Ordered Routing(TORA) for
MANETs, which is an efficient routing protocol. The aim of this protocol is to detect the network partition before it occurs. It
forwards the data packets based on the nodes, which are more reachable towards the destination. The remainder of this paper
is as follows: section 2 discusses some of the related projects, its advantages and disadvantages. The proposed model and its
design steps are presented in the section 3. Section 4 presents the simulation environments. The simulation results are presented
in the section 5. Finally, section 6 presents the conclusion of the proposed work and further research work.
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2. Related Projects

In this section, I am discussing some of the existing projects on the network partition. Several researchers are worked to reduce
the network partition. Most of them have failed to predict the network partition and to increase the network throughput. Here,
I will classify the network partition into pre-partition model and post-partition model. The pre-partition models are gateway
routing and fast recovery. The gateway routing is used to detect the network partition early and recovery [7]. The post-partition
model is used in the system before the network partition occurs. In [8-9], the authors tried to enhance the data transmission
between the nodes over the network. The main advantage of this model is that every node knows the network partition before
it occurs. At the same time, it has some drawbacks: every node must know the positioning system, which leads more costly and
burden. We can find several control message packets over the network due to the exchange of the node mobility. Hong et al. [10]
developed a Reference Point Group Mobility (RPGM) model to present the behavior of the mobility of group nodes. RPGM
model identifies a logical-reference server, whose movement is followed by the other members. The location of the reference-
server and its members are presented by two levels of displacement vectors such as group motion and random motion. The
group-motion vector provides the location of the reference server while random-motion vector, adds it to the group-motion
vector to give the position of nodes. RPGM model generates the topology of the ad-hoc network with the group-based node
mobility for simulation purposes. But for mobility or partition prediction purposes, it has 2 disadvantages as follows: lacks of
prior knowledge about the mobility groups make RPGM model inapplicable for run-time partition predictions. Secondly, RPGM
model represents the nodes by their physical coordinates.

Reference Velocity Group Mobility (RVGM) model was proposed by Wang et at [11]. Here, each group uses average velocity
instead of the position. A member in the group determines its velocity by considering random-motion vector and its group
velocity, so that it can be regarded as a time deviator of displacement-based group mobility in the RPGM model. The velocity of
the RVGM model provides a distinct membership in a velocity coordinate space, which can be utilized to predict a group partition
and mobility pattern. It uses centralized server for communications. It worked based on the reference-point-group-mobility
model. Each node sends its location and speed to the central server. The server executes sequential clustering algorithm to all
group the nodes. The server knows the group velocity and its location. It can inform the nodes of further partition. Here, the
nodes are grouped based on the location and speed [12]. Kejun Wu et al [13] proposed a Multi-Group Coordination Mobility
(MGCM) model to evaluate the performance of the military ad hoc network. In MGCM model, the speed of each node in the
group is determined by the leader of the group, neighbors and random velocity. Mobility of the leader of each group is
determined by the leader of the reference group, other leaders and random velocity. MGCM model work outs the mobility
problem caused by the most random mobility models. Goyal et al.[14] proposed a model for MANETs to detect the critical link
over the network. It uses the location-based system to identify the nodes. All the nodes are known their neighbors and
periodically update their neighbors with current location. It uses the dept-fist-search tree algorithm to compute the critical links.
Drawback of this model is that every node must compute the dept-fist-search tree with itself(as a root) to detect the network
partition. This model increases the overheads over the network [15]. Killijian et al[16] tried to avoid the network partition
problem. It briefly described about the failure anticipator, movement planner and environment evaluator. These components rely
on the sensing equipments and huge amount of information exchanged.

3. Proposed Model

The proposed model detects the critical link and network partition over the network with the help of node location and signal
strength. In this work, I use 2 updates namely, regular and trigger. The regular update is updated by the node for every 60 sec.
The regular update contains the information like neighbor node ID, neighbor location and neighbor signal strength. The trigger
update is used only when node moves at high speed and the signal strength of the node goes below threshold value.

3.1 Network Model
The network is presented by GH ≈ <V,E>, where V is the node and E represents link between 2 nodes. In proposed model, each
node updates its position, mobility and signal strength to its neighbors over the network. The proposed model uses 2 cases to
identify the critical link and to route the data packets from the source to destination.

3.1.1 Case1: Identifying critical paths
A critical-path-test packet dynamically allows any node in the network to discover a path to any host, whether directly reachable
within the wireless transmission range or reachable through one or more intermediate hops through others. An intended node
initiates a critical-path-test packet by broadcasting it to over the network, which may be received by the nodes within the



Journal of Networking Technology     Volume  4     Number  4    December   2013                     187

wireless transmission range. If the critical path-test packet finds a path, then it is referred as non-critical path.

When node has path, it sends the message via non-critical path over the network. In case, if an intended node receives the
critical-path message packet, then it sends warning message to all neighbors over the network. The node calculates the path
breaking probability as follows: Link (t)

Tr (t)
Pb =

Here, Link (t) is distance between 2 nodes at time t. Tr (t) is transmission range of the node i. Link (t) is defined as follows:

Link (t) = (x2 − x1)
2 + (y2 − y1)

2

Reachability =
No.of reachable nodes
Total no.of of nodes

Gain = A
B

A = Number of nodes are reachable within a broadcast packet.
B = Total number of broadcast packets.

This method is to avoid breakdown usually for short-term due to the limitations from the neighbors. The nodes with critical links
may not adjust their trajectories beyond a limit resulting in its failure. It potential partitions are of large sizes, it would be
preferable to maintain them fixed as extensive as possible.

3.1.2 Case 2: Signal strength
Every node calculates the signal strength as follows: i (Ri − dij) / M, where dij is the current distance between the nodes i and
j at time t. M is the average mobility and Ri is the transmission range of the node i.

Let Sij (t) is the signal strength value at time t and is defined as follows:

Sij (t) = Sij (t) − Sij (t −θt)

Here, Sij (t) is the present signal strength value of the node i received by the node j. The Sij (t −θt) is the previous signal strength
value at time (t −θt), where θt is a sample interval. The Sij (t) is changing rate of the signal strength and is defined as follows:

Sij (t) = Sij (t) /θt′

′

Each node maintains the signal strength table and routing table to forward the data from one node to another. In Figure 1, the
node 1 has message to transmit to the node 6. First, it finds a path based on the signal strength (Table 1, the values are taken from
the Figure 1). Each node sends the beacon signal to all neighbors for every 60 sec. All the nodes receive and store it in their
tables. Each node measures the signal strength by using the device driver interface. The routing table contains the source
address, destination address and residual battery capacity of the node. By using hello packet, every node collects the neighbor
locations, neighbor speeds and signal strength values over the network. The format of the hello packet is shown in Table 2.

Destination node     Next node

              2                           -

              3                           -

              4                           2

              5                           2

             6                            3

Table 1. Routing table at node 1

(1)

(2)

(3)

(4)

(5)

(6)
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Figure 1. Structure of the MANET

Since the criteria for becoming non-critical node is the neighbor count, all nodes in the network have to monitor their neighbor
nodes periodically. Every node sends a broadcast packet with time-to-live filed so that the broadcast packet is heard by
neighbor nodes only, which in terns send acknowledgement. This way every node keeps the up-to-date information.

SNo        Node -ID       Location       Speed

Table 2. Hello packet
4. Simulation Model and Results

In this section, I will explain some of the parameters, which are used in the simulation. Then, I will present the simulation results
and will compare the performance of all 3 models.

Parameters Value

Simulator NS-2.334

Topology area 1,000 m × 1,000 m

Simulation time 5,00 sec

Traffic type CBR

Packet size 512 bytes

Hello_packet_interval 1 sec

Node mobility 0-20 m/ sec

Frequency 2.4 Ghz

Channel capacity 2 Mbps

Transmission power 600 mW

Receiving power 300 mW

Mobility Random waypoint model

Transmission range 150 m

Battery voltage 5 V

Initial energy of nodes 7 J

Pause time 1 sec

Weak node 2.2 V

Threshold value(θ) 3.5 V

Table 3. Simulation parameters
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4.1. Simulation Environment
The simulation environment has shown in Table 3. Here, I have used Network Simulator(NS-2.334) to test the performance of 3
routing algorithms. The proposed model simulated in area of 1,000 m × 1,000 m with 100 mobile nodes and used the random
waypoint mobility model. The mobile speed of each node was varied from 0-20 m/sec and the transmission range of each node
was 250 m. We used Constant Bit Rate(CBR) traffic over the networks and the data packet size fixed with 512 bytes. The data
transmission rate was set to 2 Mbps. Total simulation time was conducted for 500 sec. The source and destination nodes were
randomly chosen. Each node was randomly assigned an initial energy. In this work, I used node density, size of network partition
and number of active nodes participating in the network to test the performance.

4.2 Node Density
In this scenario, 100 nodes are spread within the defined area. The node mobility varies from 1 to 10 m/sec, 5 source nodes
transmit the data at the rate of 5 pkts/sec. Figure 2 shows the packet loss versus node density. Here, it is clearly shown that at
low density, the number of packet loss is more in the both RPGM and RPGM models, whereas in the proposed model, the packet
loss is very low. In the both models of RPGM and RPGM, there is less chance of having alternative paths due to the limited
number of nodes. As the node density increases, for example at 60, there are more possible routes for same destination node
resulting in decrease of the number of packet loss at 181 for RPGM model and 163 with RVGM model whereas the proposed
model with 91. In proposed model, the packet loss has come down drastically.

Figure 2. Node density versus packet loss

4.3 Size of Network Partition
Here, it has considered 25 nodes and the number of data packets sends between 0-80 packets/sec and each node travels
constantly with 2 m/sec. The experimental setup has executed 20 times with different arrival rate of the packets in a given
topology. Figure 3 shows the problem of network partition size for dissimilar node densities. In all situations, the occurrence of
partition, e.g., separated nodes and partitions of 5 nodes is general. For low node density, these small sizes of the network
partition are dominated. For large node density, the occurrence of very large network partition becomes more frequent and leads
to a large standard deviation for the size of the network partition if the system uses RPGM and RVGM models. The results that
the average sized partitions are rarely leads to the conclusion. If a node is not located inside a small partition, there is a high
probability that it is located in a large partition. Detecting a node whether is in a small network partition with relatively low
communication overhead by calculating k-hop neighborhood.

4.4. Number of Active Nodes
In this setup, it has considered 100 nodes deploying within the defined area and node mobility varies from 0-30 m/sec. In fact,
the simulation executed 25 times with the different speeds in a given topology. The number of active nodes participating in the
network against the simulation time is shown in fig.4. It is shown that if the threshold value (2.5 volts) is small, then the number
of active nodes participating in the network in the proposed model is 173(120 for RPGM model and 161 for RVGM model). In the
proposed model, new routes start before the node battery gets drained-out completely.
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5. Conclusion

In this paper, I have discussed the network partition problem. The proposed system used the node location and signal strength
to predict the network partition and critical link. The proposed model simulated using NS-2.334 with the help of 100 mobile
nodes. It has compared with the reference-point-group-mobility model and reference-velocity-group-mobility model in terms
of node densities, size of partitions and number of active nodes participating in the network. The simulation results are shown
that the proposed model has increased the average number of nodes. If the node density is 60, then the number of packet loss
is more (181) for RPGM model and 163 with RVGM model, whereas the proposed model with 91. If the remaining battery of the
node is 2.5 V, then the number of active nodes participating in the network in the proposed model is 173, whereas in RPGM model
with 120 and 161 for RVGM model.
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