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ABSTRACT: It has been quite a while since the introduction of 1Pv6 and it is one of the crucial issues being discussed today
in networking society. IPv6 provides many seamless features that make it far better protocol as compared to predecessor
version IPv4. On the other hand IPv4 is being used in current deployed Internet architecture and transitioning process looks
very challenging. In order to avoid the transition, or in actual sense to delay it, many techniques have been introduced such
as CIDR and NAT but still the fact is that pool of IP addresses is depleting and ultimate solution is to move to IPv6. In this
paper issues related to transition from 1Pv4 to 1Pv6 have been focused. A simulated test bed has been deployed at Mehran
University of Engineering & Technology to observe and tackle the issues and challenges that would be faced in transition
fromIPv4 to IPv6. The aimof this study ismainly to ook into the transition mechanismthat can be provided seamlessly to end
users where they will be able to use all the services already being used over |Pv4.
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1. Introduction

In 1970swhen Internet started evolving from ARPANET, intentions about I nternet were not something what we seetoday. It was
introduced to connect few agencies of USfrom whereit evolved to anetwork of networks connecting complete globe. Thusthe
origina IPisnaturally light and simple[1]. Asthe use of Internet protocol increased, it started becoming over whelmed because
of lower features of security etc. In order to cater the demands, a lot of extensions were introduced such as Classless Inter
Domain Routing (CIDR), Address Resolution Protocol (ARP), Dynamic Host Configuration Protocol (DHCP) and Network
Address Tranglation (NAT). Dueto this, simple 1Pv4 protocol working with alot of extensions became very complicated to use
over public networks. Even worse, Internet users kept increasing in geometric progression, which created address shortage
because | Pv4 supports only 32 bit address that means 4.3 billion addresses but addresses based on classes would only be less
than abillion. To cater these problems, CIDR and NAT mechanismswere introduced which increased total number of 1P nodes
from 2 32 addresses of class full addressing and somehow delayed the transition [2].

Therest of paper isorganized as: Section 2 discusses the constraints that have been responsible for delay of transition and need
for the transition. Then a comparison between NAT and IPv6 is provided to show difference between both the choices. In
section 3 overview of transition mechanismsis given. In section 4 simulated test bed is presented. In Section 5 we will discuss
why we have chosen dual stack for our network. In the last part we will discuss about various issues such as compatibility and
addressing scheme.
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2.Overview and M otivation

There are many constraints that have been delaying the transition process but this delay is not along term solution. Ultimate
solutionisthetransition to |Pv6. Keeping thisin mind, network of Mehran University of Engineering & Technology (MUET),
Jamshoro is taken in this research and proposed complete transition layout in this paper.

Most discussed topic in networking society today is either to moveto IPv6 or to stay with |Pv4? If both of them are compared,
the advantages being offered by 1Pv6 can clearly be seen over the previous versions then the question arises what holds the
transition? First answer to this question is the interoperability between both the protocols. As they are not interoperable, it
requires new network infrastructure, which isnormally not preferred. Therefore, it isnormally preferred to keep running existing
protocol aslong aspossible. If we keep running IPv4, what keepsususing it, isnetwork addresstranslation (NAT). NAT makes
our network a private network using private |P addresses which are not routable, connected to the router responsible for
tranglation of private IPinto the public IP address[3]. So in thisway using asingle public IP, set of stations can be connected
to Internet, and the private | P addresses being used by them would also be used by other private networks, an example network

asshownin Figure 1.
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Figure 1. Working of NAT

Due to the mechanism shown in Figure 1, there is an increase in the total number of |P addresses, hence, no need to provide
unique | Pto each and every host over the Internet. Part of network shown inside box (Figure 1) uses private |P addresses. This
introduced one more discussion that either to go for I1Pv6 or keep using NAT. The comparison between I1Pv6 and NAT isgiven
inTable1.

From Table 1, it can be observed that NAT is not a solution to the address shortage problem, it’s just way to keep this problem
on hold and keep using Internet, actual solution is IPv6. IPv6 eliminates the need of NAT by providing huge number of
addresses so that every node on the Internet may have unique IP address and there be no any need of NAT [4]. It is aso the
necessity of time because in coming cellular generation, every mobile phone would be a unique IP node and looking at the
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NAT IPv6
NAT doesn’t provide actual | 1Pv6 global address provides
end to end connectivity to | end to end connectivity
hosts
NAT is not a long term IPv6 is the actua solution
solution due to unlimited address
space
NAT provides isolation Less secure due to direct
benefit of security connectivity

Table 1. Comparison between IPv6 & NAT

population of countries such as Chinaand India, we need more addresses. Thiswill require |Pv6 to be implemented asit gives
us total number of addresses lot more than total population on the globe. So it may be sufficient for coming generations too.

3. Introduction to Transition Strategies

Transition strategies have al so evolved along with the evolution of IPv6. Transition strategies can be categorized in translation
mechanisms, tunneling and dual stack mechanism [5]. We will discuss these techniques one by one briefly.

3.1Trandation

Tranglation is meant for communication between IPv4 and IPv6 network. Basic mechanism behind the strategy is header
tranglation due to which it is known as translation mechanism. It can be considered similar to NAT. NAT transl ates between
private and public IP addresses, here IPv4 and | Pv6 headers are translated to each other [6]. For example a packet originating
from I Pv4 network, the translator would convert its header into |pv6 header beforeit is sent to |Pv6 network and same process

isdone in inverse manner too, that can be understood from Figure 2.
|Pv6 Network |Pv4 Network

Figure 2. Tranglation as Transition Mechanism

Translator

In this technique, separate translator is required between both the networks, programming translators is difficult task and
sometimes high capacity translators may be required. It faces similar security issues asin NAT because there is no end to end
connectivity. On the other hand, it can be useful in some scenarios such as if we need to connect independent I|Pv6 and 1Pv4
nodes thisone is suitable [7].

3.2Tunneling

Tunneling is very different as compared to translation. It is used to connect two | Pv6 nodes using | Pv4 network. So based on
today’s scenarioswhere IPv4 is still dominant, if two IPv6 networks would communicate with each other, probably thefeasible
scheme would be tunneling for them. It encapsul ates packets of one protocol on another. Packets originating from IPv6 node
would be encapsulated within 1Pv4 packets so that they can be propagated along 1Pv4 network [8]. As shown in Figure 3:
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Figure4. Dual Stack as Transition Mechanism

3.3 Dual Stack

It is the most widely translation mechanism used throughout the world [9]. That is because of its ease of implementation and
support for both the protocols. In order to migrateto I pv6, | Pv4 cannot be removed because current infrastructureison [ pv4 and
it needs to be replaced gradually as IPv6 will grow. During this phase, both protocols would be used; Dual Stack Transition
Mechanism (DSTM) offersusthisservice[10]. Using DSTM, we can assign both IPv4 and | Pv6 addressesto every node on the
network so we would be able to use both the services at same time, as shown in Figure 4.

4, Simulation Test Bed

For analysis, a simulated test bed was created based on the network of MUET, Jamshoro Pakistan. The network is based on
Cisco standard layered hierarchy consisting of core, distribution and access layer. It is difficult to take into consideration the
complete network of MUET, Jamshoro, Pakistan, therefore, standard Cisco hierarchal network is considered for simulation.
Discussion about devices and their support for IPv6 is given in the Section V1.
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Router |Interface| IPv4Address |Pv4 Address

MUET e0/0 192.168.0.2/30 2001.DB8::3/64

MUET e0/1 172.16.23.3/24 2001:db8:5::1/64

Dist: fo/0 192.168.0.6/30 2001:db8:1::4/64

Dist: f1/0 12.0.0.1/24 2001:db8:3::3/64

Dist: f1/1 192.168.2.1/24 2001:db8::4::3/64

Dist:2 - 192.168.0.10/24 2001:db8:2::4/64

Core fo/0 192.168.0.1/30 2001:db8:4/64

Core e0/0 192.168.0.5/30 2001:db8:1::3/64

Core f1/0 192.168.09/30 2001:db8:2::3/64

Host f2/0 12.0.0.2/24 2001:db8:3:0:a978:69b3:8d6f: 2f44
(0¢] - DHCP 2001:db8:5::1/64

Table 2. Dual Stack | P addresses

For simulation we have used GNS3, GNSis Graphical network simulator that all ows emulation of complex networks. It allowsus
tousecisco 10Sin virtual environment [11]. Simulation test bed isshown in Figure 5:

Figure 5 isthe dual stacked network i-e every node has been assigned |Pv4 address as well as IPv6 address. Tests show that
both protocols would be working over the network without interfering each other. 10S image used for simulation is “c3640-
jk903s-mz.124-16.bin” with IOS version 12.4. Addressing schemeis shown in Table 2.

To see how both protocols coexist, Wire Shark isused. Wire Shark is packet sniffing software which is used as network protocol
analyzer. In order to show that the packets of both protocols moving over the same link, packets have been captured over a
MUET dist switch as shownin Figure 5. Results are shown in Figure 6.
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Figure7. Ping over IPv4

A284 1325, 688000 00l idbdillid 2001 s 0l INPvE Edw (ping] reguest ide0xbddd, seqe319
J265 1325, 735000 I00didbdied 2001 1deEnineg IMPwE Edvw (ping] reply {d=0a0440, seq=119
3266 1825, 751000 200didbdudid 2004 1B n d IMPuE Edw (pingl reguest id=ludddd, seq=320
3267 1825.798000 IO0Lidbdned 2001 1cSrLly ed IMPwE Edt (pingd reply 1d=0x0ddd, segqe3ilg
3268 1825.812000 FO0dudbardid 200 1B n IMPwE Edha (ping) regesst fd=0xDédd, seg=321
3249 1325.860000 200Lidbdned 004 icloBile ed IMPuE Edvo (ping] reply 1d=0ubddd, seqei2i
3270 1325.876000 200Ludbddiid 307 0e BT= T | IMPYE Edvo (ping] reguest 1d=0xDddd, seg=322
3271 1325.922000 200Lidbdnid 004 oSl s ed IMPYE Edvo (ping] reply 1d=0ubddd, seqeill
3272 1325.938000 200Lidbdclird 2004 1B el IMPYE Edho (ping] reguest 1d=0xDddd, seq=323
3273 1325. 985000 200L:dbdiid 2004 1ol s ed TMPuE Edho (ping] reply 1d=0uDddd, seq=323
3274 1326. 000000 200Lidbaid: 14 2001 g IIPYE Echo (ping) request d=DxDddD, seq=324
3275 1826, 047000 300 idbd i3 200 (oSl nd TNPuE Echa (pingd] reply 1d=0ulddd, seqmdld
1276 1826. 063000 F00Lidbdrdid 00 ol 03 TMPuE Echo (ping] request 1d=Dubddld, seqe325
1277 1826110000 00l idbd 2 00d kil nd TMPYE Echo (pingd reply 1d=0ubddd, seq=325
3278 1826125000 200l idbdidid b3k BT =T | TMPYE Echo (ping] reguest 1deDubddl; seqe326
1279 187&. 172000 i Edho Guldil, seqells

Figure 8. Ping over IPv6

Hello packets of EIGRP and OSPF can be seenin Figure 6. EIGRPisrunning over | Pv4, its multicast addressis 224.0.0.10 which
can be seen, similar addressfor OSPF in |Pv6 isff02::5 which can a so be seen.

To check connectivity, ping MUET from dist switch.
Figure 7 shows ping regquests and replies over | Pv4, we now check connectivity from same routers over | Pv6:

Figure 8 shows connectivity over |Pv6. The protocol used for pingin IPv6isICMPv6 similar to ICMPin IPv4.

The connectivity between both (Ipv4/IPv6) the protocols has been discussed in the above Sections, which shows that for
smooth transition, it is necessary that end user should not be affected which is only be possible when user gets all the services
over new protocol (IPV6) which were available over IPv4. In order to test that, some basic services were run over the network.

To show how userswill use applications, |Pv6 Internet isrequired which isnot yet availablein Pakistan, hence, we made our own
servers which are shown in test bed (Figure 5) by connecting to cloud C3. These servers were made on separate machines and
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Figure 8. HTTP Server being accessed over |Pv6

linked up to GNS3 through physical interface. Hence, workslike our own Internet cloud.

To simulate the end user, V Mware virtual machine has been used as host whichisconnected to ICT switchinthetest bed. Virtua
machine has been linked with GNS3 with the help of loopback adapter. Windows XP operating system is used for virtual
machine. Windows XP (and all newer operating systems of Microsoft) has built in support of 1Pv6. But IPv6 is disabled in
Windows XP by default. We can simply enable it by entering “ipv6 enable” in command prompt.

When http server is accessed from the virtual machine, following results (Figure 8) are achieved:

Figure 8 shows end to end connectivity as well as it shows how we can provide transition without effecting the end user’s
applications.

5.Why dual stack asthetransition mechanism?

As explained in Section |V, DSTM meets all our requirements of co-existing with IPv4 and IPv6, whereas other transition
mechanisms do not allow us to use both the services. Most of the equipment and software today already support dual stack
mechanism. M ost of the maj or websites throughout the world are already dual stacked. Keeping all thisin mind, DSTM has been
chosen as the transition mechanism for the test bed, thiswill allow both protocolsto run simultaneously and provide seamless
transition from IPv4to | Pv6 gradually.

6. Compatibility

In 2000, Cisco announced an IPv6 roadmap for itsOS operating system. In 2001, Cisco | OS Software Release 12.2T incorporated
IPv6 initsfirst commercial release. Subsequently, Cisco Software Release 12.0S enabled the support of 1Pv6 in core service
provider infrastructures. Currently Cisco |OS rel eases enable IPv6 in awide range of Cisco products.

In our simulation, we have used Cisco 3645 router that has |OS 12.4 that is compatible with |Pv6. The edge router of MUET is
Cisco 3845 that has 10S Cisco 12.4. Cisco cat 4006 isthe switch being used at core layer, it has|OS version 12.2. Similarly at

distributionlayer, the network of MUET has Cisco 3550 and 3750 switches, those also have |OS version 12.2. Switches at access
layer are Cisco 2950, those have |IOSversion 12.1.

At the user end, everything will remain unchanged. In case of PC having Windows XP, |Pv6 can be enabled easily using simple
commands[12].

7.Addressing Scheme

Current subnet structure of MUET is 172.16.x.0/24, where x is VLAN number. Great address space of |Pv6 again provides
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advantage here. More number of VLANS can be created and more hosts can be conFigured for each VLAN. Creating VLANSIn
IPv6issimilar tothat of IPv4. We can uselink local addresses. A possible structure of VLANscan be: FF00:0:0:x::/64, wherex is
the VLAN number. So with thisaddressing scheme, we can assign similar subnet numbersto all VLANsand we'll till be having
alot of free subnets avail able for future use. For example core router has IPv4 address 172.16.60.0, so its |Pv6 address will be
FF00:0:0:60::

VLANswill be created in the same manner. Here we take example of ICT. The VLAN number of ICT is23 so the | P addresses
assigned belong to 172.16.23.0. IPv6 addressesfor the hosts of ICT will bein network FF00:0:0:23::. A host having | Pv4 address
172.16.23.10 will havelPv6 address FF00:0:0:23::10[13].

8. Conclusion

Transition to I1Pv6 is a planned process; major players all over the world have already started the process. We also need to do
so beforeit’s the high time. Based on the research work, it is concluded that the decision of transition strategy depends on the
type of network. All the strategies have been discussed. Most of the hardware and software is aso supporting the IPv6 so it is
the high time to move towards | Pv6, before the actual need arises.
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